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In 1929, P. A. M. Dirac asserted that “The underlying
physical laws necessary for the mathematical theory of a

large part of physics and the whole of chemistry are thus
completely known, and the difficulty is only that the exact
application of these laws leads to equations much too
complicated to be soluble”.1 Less than 15 years later, the
physicists Atanasoff and Berry at Iowa State College
constructed the first automatic digital computer,2 a replica of
which can be viewed on the Iowa State University campus. It is
interesting to wonder what Dirac would think about the
dramatic advances in the capabilities of both computer
architectures and software paradigms which, taken together,
have enabled theoretical and computational chemists to
transform those “underlying physical laws” into important
applications in chemistry, physics, biology, materials, and many
other fields.
The computing world is on the brink of the exascale era,

with computers that are capable of exaflop (1018 floating point
operations/second) calculations anticipated to become avail-
able within the next two years. “Pre-exascale” computers; e.g.,
Summit at Oak Ridge National Laboratory, are already in
operation. These computers have, or will have, the ability to
successfully attack important problems that relate directly to
current experiments and that could not have been solved
otherwise. Examples include understanding heterogeneous
catalysis in mesopores (including solvent and enough of the
pore to be realistic), the design of new materials with desired
properties, such as materials for quantum computing or ligands
for selective separations, the study of condensed phase
phenomena, and potentially designing new vaccines to combat
viruses.
The most advanced computers (including the top 500

computers)3 almost all have heterogeneous architectures that
include both the latest computer processing units (CPUs) and
graphical processing units (GPUs) and potentially other
accelerators. GPUs, in particular, speed up calculations because
of their high density of threads that greatly enhance parallelism
for operations such as matrix multiplies that are ubiquitous in
many electronic structure functionalities. All of the planned
exascale computers (e.g., Aurora at Argonne National
Laboratory, Frontier at Oak Ridge National Laboratory, and
El Capitan at Lawrence Livermore National Laboratoryall in
the U.S.4) will have a significant GPU presence. This
heterogeneity necessitates the development of novel software
engineering and the design of ubiquitous libraries, since the
CPU and accelerator architectures often require the use of
different languages, as well as different approaches to

programming. Complicating this situation further, there are
multiple GPU vendors (e.g., NVIDIA, AMD, Intel), each of
which has its own language and software requirements. Indeed,
Aurora and Frontier will be based on GPUs from different
vendors. Consequently, many electronic structure function-
alities (e.g., integrals5 over basis functions, Fock builds for
Hartree−Fock calculations,6 second order perturbation theory
(MP2),7,8 multiconfigurational methods,9 and coupled cluster
(CC) methods10) that have been implemented primarily for
NVIDIA GPUs must be translated by the application
developer (e.g., quantum chemist) for use on another type
of GPU. There are at present no efficient translators from one
type of GPU to another, although significant effort is ongoing
in this area.11,12 Indeed, chemists themselves have been
developing software generators that take quantum mechanical
quantities (such as integrals)13,5 and methods (such as
CC)14−16 and generate the code to be run by the end user.
These software generators offer a potential pathway to faster
generation of GPU specific code; however, the initial
implementations are frequently computationally inefficient.
Other accelerators have been developed, notably the various

versions of the Intel Phi,17 especially Knights Landing (KNL)
which is an important component of Cori at NERSC (the
National Energy Research Scientific Computing Center at
Berkeley). Others include ARM and field programmable gate
arrays (FPGA), but none of these alternatives appear to be as
computational effective as GPUs.18 Nonetheless, one of the
top 500 computers (Astra at Sandia National Laboratory, #198
on the list) is configured with ARM accelerators. In addition, it
is noteworthy that the most recent Japanese system at the
RIKEN Center for Computational Chemistry is based on the
ARM architecture, and it is rumored that China’s Tianhe-3 will
also be based on ARM technology. Quantum computers are
also making an appearance with limited qubits available to the
scientific community.19,20 The programming models are
currently quite different from those that are commonly used
within quantum chemistry (e.g., hybrid approaches in which
classical computers and quantum computers each do that part
of the computation for which they are most well suited).
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Consequently, quantum computers offer yet another challenge
to quantum chemistry software development.
In concert with the addition of GPUs, the core counts per

node have been steadily rising with the latest nodes having up
to 48 cores per node. However, even with these large core
counts, much of the compute power of the top 500 machines
comes from the GPUs on each node. Many of these nodes also
support at least three levels of cache and have relatively large
memory available for computation. Currently, the CPU and
GPU memories are mostly separate, with NVLink being the
notable exception.21 Programmers need to think carefully
about data locality and reuse to minimize data movement
between the CPUs and GPUs. In addition, since communi-
cation networks between nodes have not been able to keep up
with the advances in raw compute power, data movement
between nodes also needs to be minimized. This data locality
has led to a resurgence of methods that take advantage of the
local features within molecular chemistry that are discussed
below.
For serial or low parallelism programming, disk-based

methods were often useful since the communication to local
disk was faster than having to recompute quantities on a single
CPU that were too large to hold in memory. However, the
increased computing power, especially parallel computing
capability with multiple cores and multiple threads, has
outstripped most of the disk capabilitiesespecially for large
computers where the large disk storage is on a distributed file
system rather than on the node (local disk space). This has led
to the reframing of many problems in terms of direct
computations (recalculation of quantities too large to store)
and to algorithms that require less intermediate data, such as
fragmentation and reduced scaling methods. However, even for
I/O, new technology is continually becoming available. For
example, solid-state drives, flash memory, and burst buffers
could enable programmers to again use large storage space for
intermediate quantities or for restart. However, most of the
large computer centers have not taken advantage of this
technology. So, most programmers do not count on having this
capability available for their algorithmic developments.
While the computer architecture issues are complex on their

own, there are also significant computer software stack and
language requirements to navigate. Most electronic structure
programs are written in Fortran, C++, or Python, or in some
cases, combinations of these languages. An example of the
latter is Psi4,22 which is written partly in C++ and partly in
Python. This is motivated by the fact that while Python is very
good at the “traffic directing” aspects of a complex code, it is
not very performant, whereas the opposite is true of C++ or
Fortran. It is common for “legacy” codes, such as GAMESS,23

Molpro,24 Molcas25 and NWChem26 to be written primarily in
Fortran77 or Fortran90, while newer codes are commonly
written in an object oriented language like C++ (e.g., Q-
Chem,27 NWChemEx,28 QMCPack29), but possibly modern
versions of Fortran. For example, associated with GAMESS is a
C++ code called LibCChem.30 LibCChem currently contains
closed shell HF, MP2, RI-MP2, and CCSD(T) functionalities.
A novel programming language, Julia, combines the best
features of the lower level languages (e.g., Fortran, C++) and
the higher level languages such as Python. A recent Hartree−
Fock implementation in Julia has been shown to be
surprisingly competitive with the HF code in GAMESS.31

One attractive feature of C++ is that it is integrated with
many high-performance computing frameworks. C++ has

language-specific bindings for CUDA, OpenMP, OpenCL,
and OpenACC. For this reason, programs written in C++ can
readily make use of accelerators. Several quantum chemistry
codes are being written with GPUs as the primary target using
C++, including TeraChem,32 LibCChem,30 and NWChe-
mEx.28 This is very important since, as noted above,
accelerators are playing an increasingly central role in high
performance computing. The Department of Energy Exascale
Computing Project (ECP) has had an increasing focus on
GPUs over the past three years, and the anticipated exascale
computers will all have a significant GPU presence. In addition,
the latest C++ releases include features that support thread and
task-based parallel processing, thereby reducing the need for
using thread libraries such as Pthreads. It is also possible,
however, to offload Fortran code directly onto GPUs as well.
This has been accomplished for the RI-MP2 code in
GAMESS.23

In addition to the base programming language for a code,
there are multiple models for parallel programming that one
must consider. MPI33 is still considered the general standard
for communication between nodes. Multiple programming
models have been built within the chemistry community on
top of MPI and/or native hardware communication libraries
that allow the chemistry programmer to effectively worry more
about the data layout and communication as opposed to the
specifics of the MPI interface. Two of the notable examples
here are the Global Arrays (GA) program that was codesigned
as the nonuniform memory architecture with NWChem and
the generalized distributed data interface (GDDI) that
performs the same role for GAMESS. GA, an early example
of a partitioned global address space (PGAS) language, is now
being used in other codes such as MolPro,24 GAMESS-UK,34

Columbus,35 LibCChem,30 and MolCAS.25 While these tools
have been invaluable in the community, they do not have the
full flexibility that is required for exascale computing.
The situation on the node is not nearly so straightforward

and no single standard has emerged. Threading on the CPUs
(and to the GPUs) is becoming more commonrunning only
a few MPI processes on the node to handle communication
and data transfer issues. C++ threads, Pthreads, Intel TBB, and
OpenMP are common models for threading on CPUs
although none have emerged as a standard that is portable
across all platforms and computing environments. For
accelerators, the situation is even more complex since each
GPU has a standard language associated with it. The compute
unified device architecture (CUDA)36 software for NVIDIA
GPUs has attracted a large following in the chemistry
community due to the ubiquity of NVIDIA GPUs. However,
in the exascale computers, AMD (Frontier and El Capitan)
and Intel (Aurora) GPUs will be used. AMD uses HIP37 as its
primary programming language. Since there is a mostly one-to-
one-mapping between CUDA and HIP, conversion software
seems to do a reasonable first pass at converting CUDA to
HIP. Intel uses SYCL38 (a version of OpenCL) and Data
Parallel C++ (DPC++)12 within the oneAPI software.39 While
the conversion from CUDA to SYCL is not a straightforward
one-to-one mapping, there are several tools available and they
are continuously improving. The other possible advantage of
SYCL is that it uses the OpenCL convention as its base.
Therefore, if an algorithm is written in OpenCL, then, in
theory, the code will run across multiple platforms. Other
models such as OpenMP and OpenACC are also meant to be
portable across multiple platforms. However, all of these codes
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work better on some platforms than others and no standard
has emerged. In fact, one model may perform the best on one
platform and perform quite poorly on another (or not at all).
At this point, it is unclear which GPU architecture(s) will
survive in the long run. As noted above, the use of NVIDIA
GPUs is now widespread, but they will not play a significant
role in the exascale computers that are planned by the
Department of Energy. Time will tell!
In addition to the challenges listed above, it is also clear that

keeping all of the computational resources busy with work (i.e.,
balancing the computational load across multiple heteroge-
neous computer architectures to avoid idle components) has
become a much greater challenge than it was on homogeneous
systems. Multiple chemistry codes have been turning to task-
based management systems such as CHARM++40 (NAMD41

and OpenAtom42), MADWorld43 (MADNESS,43 MPQC,44

and NWChemEx), and PaRSEC45 (NWChem and GAMESS).
In each of these codes, there is a runtime environment that can
adapt to the machine parameters and execution to provide
dynamic load balancing and fault tolerancemaximizing
communication and execution overlap to decrease overall
execution time. For example, MADWorld uses futures (i.e.,
anticipated possibilities for asynchronous execution later in the
code) to enable asynchronous execution of tasks. The feature
of directed task graphs is also common to task-based
management tools and allows the programmer to break
down work into appropriately sized tasks for the computational
resource. The tasks can then be scheduled to run on available
nodes and to migrate to nodes where the data is located
having the effect of optimizing the job to the architecture. For
example, PARSEC45 has been used to reduce load imbalances
in the coupled cluster component of NWChem46 and is
currently being used for similar purposes in the GAMESS
code.
As computer capabilities have expanded to the petascale and

pre-exascale, power costs and power consumption have
become important issues. Consequently, considerable effort
has been invested in exploring potential solutions such as
reducing clock speeds in ways that have minimal impact on
time to solution.47,48 Sosonkina has shown that if one lowers
the clock speed when cores are idle, power consumption can
be reduced at virtually no loss in computational speed.49 In
addition, time to solution and power consumption can both be
decreased in certain cases by oversubscription methods where
more processes than processors are requested for a given
computation.50

Novel architectures, such as GPUs and other accelerators,
and associated languages (e.g., CUDA) and middleware (MPI,
OpenMP) are an important and necessary step toward
advanced high-performance computing in quantum chemistry.
An equally important necessity is the development of novel
quantum chemistry software that can take advantage of the
architectural advances. One broad category of methods that
can take advantage of massively parallel computers is
fragmentation approaches.51 One type of fragmentation
approach physically divides a molecular system into pieces
(fragments) each of whose properties (e.g., energies) can
essentially be computed on separate nodes, thereby taking
advantage of coarse-grained parallelism. Since modern
compute nodes have many cores, if the underlying quantum
chemistry method (e.g., HF, MP2, CCSD(T)) is implemented
with a parallel (fine-grained) algorithm, then the developer can
take advantage of multilevel parallelism. One such method is

the fragment molecular orbital (FMO) method,52 a many-body
expansion approach that can be terminated at one-body
(monomers: FMO1), pairs of fragments (dimers: FMO2), etc.
The higher in the expansion one goes, the greater the accuracy
and computational cost of the calculation. In systems such as
water, in which three-body interactions are important, FMO3
becomes essential. Analytic FMO2 and FMO3 gradients and
Hessians have been implemented in GAMESS for both HF and
DFT, and the method has been shown to scale linearly up to
more than 250,000 cores.53 Recently, a version of the FMO
method has been merged with the semiclassical effective
fragment potential (EFP) method to form the effective
fragment molecular orbital (EFMO)54 method. An advantage
of EFMO is that it uses the EFP self-consistent induction term
to capture many-body interactions, thereby avoiding the need
to include explicit three-body interactions (i.e., FMO3). The
computational bottleneck in EFMO is the computation of the
dimer interactions. However, these dimer computations can be
minimized by choosing a cutoff Rcut so as to ensure that most
dimers are computed with the much less demanding EFP
method.55 This has little effect on the accuracy since EFP
interactions are generally equivalent to that of MP2.56,57

A different approach to fragmentation divides the wave
function, rather than groups of atoms into fragments. This is
often accomplished via the use of localized molecular orbitals51

(LMOs) that then facilitate the establishment of LMO
domains upon which electron correlation can be built. The
efficacy of LMO-based approaches was first demonstrated by
Pulay58 for MP2. Others, especially Werner and co-workers,59

have extended this approach to coupled cluster theory.
Likewise, Piecuch and co-workers developed the cluster-in-
molecule (CIM)60 approach based on localized orbitals and
then reduced the computational demand even further by
combining CIM with the FMO method so that one only needs
to localize the subsets of fragment orbitals rather than the
entire valence orbital space.61 Another approach in this vein is
reduced active space methods such as the ORMAS62

(occupation restricted multiple active space) and RAS63

(reduced active space) methods that divide MCSCF active
spaces into more tractable subspaces. Recent developments in
domain local paired natural orbitals have allowed CC
computations for large systems at approximately the same
order of cost as HF and DFT methods.64 While reduced active
space methods do not explicitly rely on the computation of
LMOs, they do rely, as do most fragmentation methods, on the
inherent locality of the systems to be studied.
One of the great revolutions that has occurred in chemistry

over the past decade is the widespread use of better computer
engineering techniques. Version control with git,65 GitHub,66

and/or GitLab67 is common in almost all quantum chemistry
codes. With appropriate control of merges to the master code,
these tools have allowed for much faster development cycles
and a facile ability to revert back to previous working versions
as needed. In addition, the web-based tools provide many
other features in computer engineering such as the ability to
have automated building and unit testing, such as those
provided by Jenkins68 and Travis-CI,69 software review, issue
tracking, community input, and documentation harnesses. Of
course, managing a large community-based code is still
difficult, requiring active software management and engage-
ment with the community. Training students to use all of these
tools is both challenging and important. Fortunately, there are
many great online resources. For the molecular sciences
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community, the NSF Molecular Sciences Software Institute
(MolSSI)70,71 has taken on an extensive training mission to
continue to engage the community in learning excellent
computer engineering and programming skills in the context of
common programming methods and paradigms used in the
community. The community as a whole, especially the
academic community, needs to recognize more broadly the
importance of software engineering and include such
endeavors in the academic reward system when it comes to
promotion and tenure.
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