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Abstract 

 On looking back at a lifetime of research, it is interesting to see, in the light of current progress, 

how things came to be, and to speculate on how things might be. I am delighted in the context of the 

Mitchell prize to have that excuse to present this necessarily personal view of developments in areas of 

my interests. I have focused on the Q-cycle and a few examples showing wider ramifications, since that 

had been the main interest of the lab in the 20 years since structures became available, - a watershed event 

in determining our molecular perspective. I have reviewed the evidence for our model for the mechanism 

of the first electron transfer of the bifurcated reaction at the Qo-site, which I think is compelling. In 

reviewing progress in understanding the second electron transfer, I have revisited some controversies to 

justify important conclusions which appear, from the literature, not to have been taken seriously. I hope 

this does not come over as nitpicking. The conclusions are important to the final section in which I 

develop an internally consistent mechanism for turnovers of the complex leading to a state similar to that 

observed in recent rapid-mix/freeze-quench experiments, reported three years ago. The final model is 

necessarily speculative but is open to test.    
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1. Introduction 

Since my PhD work with Brian Chappell starting in 1961, a lifetime of research in respiratory and 

photosynthetic energy conversion has provided excitement, disappointment, and fulfillment, and even 

some achievements that have stood the test of time.  It is, of course, painful to recognize that a career 

must end (at least in terms of practical research), but after six years of failure to obtain any support, I gave 

up trying two years ago, happy to have brought my last three students successfully to substantial PhDs, 

through the kind support of the Department. This brief review will therefore necessarily be retrospective. 

Rather than rehash everything from those 59 years, I want to look back at a few significant achievements, 

to show how they subsequently played out, to speculate on what is still missing, and to offer some lessons 

I have learned from the controversies involved. Although a substantial fraction of our work involved 

green plant photosynthesis, I will concentrate on the work on the bc1 complex, since that has occupied the 

lab for the last two decades.  

A. PhD and post-doctoral work 

Intellectual credit for my PhD work obviously belongs to Brian, but it is worth noting that the 4 

papers [1-4] summarized in [5], spawned three areas of research still identifiable as mainstream themes. 

Brian started me off in the library trying to understand a paper by Mitchell [6], “- a bit wild, but there‟s 

maybe something in it…”, - which launched the chemiosmotic hypotheses, and this introduction then 

steered the enterprise. The work on atractylate inhibition [3] revealed the adenylate and, in parallel, the 

phosphate exchange enzymes [5], to establish the first of the carrier mechanisms allowing exchange of 

matrix with the cytoplasmic metabolites critical to Mitchell‟s hypothesis; the work on gramicidin-induced 

K
+ 

transport [2] introduced the ionophoric mechanism, and by extension, that of other ionophores, 

including valinomycin and protonophoric uncouplers; the work on Ca
2+

-uptake, and the swelling it 

induced [1, 4], can be seen as opening in the chemiosmotic context the discussion on Ca
2+

-induced 

swelling of mitochondria and cellular disruption, important for example in response to reperfusion after 

ischemia. The role of a mitochondrial permeability pore, and outer membrane permeabilization in release 

of cytochrome c and the apoptosis inducing factor (AIF) to initiate programmed cell death through 

apoptosis, necrosis, autophagy, and cellular recycling, are now important areas of research, but unknown 

then. More generally, the work provided some of the first experimental evidence supporting wider aspects 

of Mitchell‟s hypothesis. Another feature of the research was exploitation of the permeability of NH3 in 

experiments to show, through the co-transport of ammonium salts, the presence of neutral substrate 

antiporters, initially that for phosphate [5]. In my post-doctoral work in Les Packer‟s lab, I showed that 

the differential permeability of the NH3/NH4
+

 species provided a mechanism for amine uncoupling in 

chloroplasts [7-11]. This was made possible by a eureka moment; while dawdling along the corridor 

worrying about artifacts when using the K
+
-electrode to measure ion transport, it occurred to me that the 

electrode might be sensitive to NH4
+
. It was, making possible direct measurement of the kinetics of NH4

+
-

uptake on illumination. 

B. Early work on photosynthetic bacteria 

On my return to Bristol in 1966, I became interested in work on photosynthetic bacteria through 

the happy co-location of Owen Jones and Trevor Griffiths in neighboring labs in the same corridor; they 

were looking at pigment development in photosynthetic systems, including the photosynthetic bacteria 

Rhodospirillum rubrum, Rhodobacter sphaeroides and Rb. capsulatus. On mechanical disruption of the 

bacteria, the invaginating cell membrane containing the photosynthetic apparatus was pinched off to form 

sealed vesicles, the chromatophores, trapping cytochrome (cyt) c2, to yield robust preparations with a 

fully functional cyclic electron transfer chain [12]. Over the years before I moved to Urbana in 1978, the 
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chromatophore systems had proved to be a wonderful vehicle for mechanistic studies. In those early 

years, we developed protocols to measure light induced absorbance changes, initially on continuous 

illumination, but, later, on flash excitation. In this work, initially by Baz Jackson [13-17], some of it in an 

early collaboration with Les Dutton in Chance‟s group at the Johnson Foundation in Philadelphia, later by 

Hilary Evans [18-20], Richard Cogdell [21-23], Roger Prince [24-27], Nigel Holmes [28-30], and David 

Crowther [31-33], we used these experiments to separate the contributions to absorbance changes from 

the cytochromes b and c2 of the photosynthetic chain, the reaction center changes, and the carotenoid and 

bacteriochlorophyll changes. Our studies of H
+
 uptake and release in which the mechanism of action of 

ionophores valinomycin, nigericin, and the similarly acting dianemycin were sorted out, built on the 

gramicidin studies of my PhD work, [16]. The ionophores became essential tools in all later studies. An 

important step, inspired by the parallel work on chloroplasts by Wolfgang Junge in Horst Witt‟s group 

[34, 35], was the demonstration that absorbance changes associated with bacteriochlorophyll and 

carotenoids of the light harvesting apparatus were electrochromic band shifts, induced by the field 

generated across the chromatophore membrane through electrogenic processes in the photochemical 

reactions and on electron transfer through the cyclic chain. By inducing membrane potential changes of 

known values using valinomycin and K
+
 gradients, we could show that the absorbance change was 

proportional to the membrane potential [14, 15]. Mutant strains from Owen‟s lab which truncated the 

pathway for carotenoid synthesis were important in simplifying the carotenoid spectrum [28-30], leaving 

a window for the cytochrome α-bands free. In parallel, we also showed that by judicious choice of pH 

indicator dyes, we could minimize artifacts and measure changes in pH on a faster time scale than 

accessible using electrodes. Following a visit to the Johnson Foundation, the timescale accessible was 

extended to the μs range when using flash activation [13, 16, 21-23, 36]. Using these tools, we were able 

to demonstrate the close coupling between redox events of the photosynthetic chain, proton uptake, and 

electrogenic processes indicated by the carotenoid signal, interpreted on the context of a chemiosmotic 

mechanism.  

C. Work on chloroplast – Colin Wraight 

Over this same period, Colin Wraight took on the green side of photosynthesis, and largely on his 

own initiative developed two important new themes. On a brief visit to Stacy French‟s group at the 

Carnegie Institute at Stanford, he was introduced to Norio Murata, and became interested in the energy 

dependent fluorescence quenching Murata had discovered [37], - a lowering of fluorescence yield 

independent of the photochemical quenching the  redox state of photosystem II acceptors, but dependent 

on the “high-energy state” associated with coupling to ATP synthesis. On returning to Bristol, Colin set 

out to test the relation between this state and the chemiosmotic expectations using the tools above and 

was able to show from the sensitivity to inhibition by dianemycin, nigericin, or NH4Cl, and the weak 

inhibition by valinomycin, that the ΔpH component of the proton gradient was more important than the 

Δψ component. Independently, and unbeknown to us, Hager [38] had discovered that a light dependent 

decrease of pH in chloroplasts triggered an enzymatic interconversion of violaxanthin to zeaxanthin, an 

effect later studied in detail by Yamamoto [39]. These two themes have come together since in the field 

of non-photochemical quenching and its important role in protection of plants against damage in strong 

light (cf. [40, 41]).  

The second theme of Colin‟s thesis was his exploration of the enhancement of delayed 

fluorescence (DF) by the proton gradient [42]. Construction of a Becquerel phosphoroscope allowed us to 

study the ms DF of chloroplasts. DF comes from fluorescence from chlorophylls in the pigment bed in 

equilibrium with P* generated on reversal of the photochemistry. Quantification of contributions of Δψ 

and ΔpH to enhancement of DF showed that photosystem II transferred charge across the membrane in an 
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electrogenic photochemistry, and that electron transfers reopening the reaction center were linked to 

uptake (on the acceptor side) and release (on the donor side) of protons. Further analysis in collaboration 

with Darrell Fleischman led to a simple physicochemical explanation of the effect, in which the 

thermodynamic contributions to reversal of the photochemistry could be partitioned into that from stored 

redox free-energy and that from the two components of the proton gradient [43, 44]. We incorporated this 

explanation and a topological model of photosystem II in a chemiosmotic framework, and could then 

quantify the enhancement of DF by the proton gradient, and allow further consideration of the efficiency 

of photosynthesis with respect to the Carnot treatment of the overall process as a heat engine. By 

including the contribution of the proton gradient, the work stored was shown to approach the Carnot limit 

of  ~0.7 expected from Duysens‟ treatment [45].  

Satham Saphon [46] then showed by direct measurement using indicator dyes the period 4 

oscillation associated with the S-states [47], yielding the pattern 1, 0, 1, 2 protons release (inside) (when 

starting in S0) as a function of flash number, and the period of 2 oscillations associated with the two-

electron gate for proton uptake (outside). Later, Jane Bowes, by presetting the state using flash activation, 

found with the phosphoroscope, a period four pattern of DF enhancement involving the partial reactions 

of the S-states [48-50]. By development of protocols for measurements of rapid fluorescence rise and DF 

decay in the μs range with Shigeru Itoh, these studies were extended to dissection of a similar pattern as a 

function of pH, interpreted as showing that the reactions were in equilibrium with the proton gradient [48, 

51]. The 1, 0, 1, 2 pattern of proton release, and our explanation through the S-states, are still widely 

accepted, though now appreciated in a more sophisticated molecular context (cf. [52]).  

2. The modified Q-cycle 

In 1975, Mitchell [53] had suggested a Q-cycle mechanism for the bc1 complex. The seeds of the 

Q-cycle were planted by Wikström and Berden [54] in studies of the reduction of cyt b in 

mitochondria on addition of oxidant in the presence of antimycin, which they suggested to show a 

bifurcated reaction. On oxidation of cyt c  by external oxidant (O2), cyt b was reduced by QH2 in one 

chain, yielding QH•, which could then reduce cyt c  in the other chain. This mechanism for “oxidant 
induced reduction of cyt b” was incorporated by Mitchell in his initial Q-cycle,  and opened a 

discussion that evolved so rapidly that by the time he reviewed the field in 1976 [55], half-a-dozen 

different versions could be recognized. However, the data then available did not allow a clear preference 

among these. A major advantage of studying these reactions in the photosynthetic bacteria was the unique 

facility for dissection of partial process of the cycle through excitation of the reaction center by flash 

activation and measurement of the return to a pre-flash state as discussed above. We interpreted our own 

results as precluding a Q-cycle mechanism, based on a mismatch between reduction kinetics of heme b 

and heme c under the above conditions. From the bifurcated reaction one might have expected the 

kinetics to match [33], but following flash excitation in the presence of antimycin, heme b went reduced 

several fold faster than cyt c2. However, our knowledge of redox players was then primitive, and based on 

absorbance changes; the involvement of the Rieske iron sulfur protein (ISP) and its Fe2S2 cluster was 

unknown, and only cyt bH and cyt c2 were identified. Although it was clear that the intermediate enzyme 

of the cyclic chain was like the mitochondrial bc1 complex, it was only over the period 1975 – 1983 that 

this similarity was fully fleshed out. We and others characterized previously unrecognized functional 

roles for three components, - the ISP [56-58], cytochrome c1 [59] (earlier identified by Paul Wood [60, 

61]), and the low potential cytochrome b (cyt bL, Em,7 = -90 mV) [62-64]. From the close analogy of these 

to the components of the mitochondrial bc1 complex, and the similarity of their function, it seemed likely 

that the Rhodobacter enzyme reflected a common bacterial ancestry. Elucidation of their roles was greatly 

aided by John Bowyer‟s demonstration of the site of action of a new inhibitor, UHDBT which we showed 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



 

6 
 

blocked reduction of oxidized cyt c2 by the Rieske center [57, 58, 65]. This was the first demonstration of 

this function, and provided a mechanistic basis for the parallel finding of Trumpower [66], by extraction 

and reconstitution, that the iron sulfur protein (ISP) was essential to function. When amplified by Steve 

Meinhardt‟s work [67] on the recently discovered myxothiazol [68], where we demonstrated that 

myxothiazol allowed oxidation of reduced ISP (nowadays known to be the neutral ISPH
•
) by oxidized cyt 

c, but blocked its re-reduction, clearly acting at a different site than UHDBT. In combination, these results 

showed that ISP functioned by transferring electrons from QH2 to cyt c1, with myxothiazol blocking 

electron transfer from QH2 to the Rieske center of ISP but not the oxidation of ISPH
•
 by cyt c, and 

UHDBT blocking both electron transfer to the ISP, and the oxidation of ISPH
•
. ISP was shown now to be 

a necessary component in the high potential chain to heme c1. It was clear that myxothiazol bound in a 

different site than UHDBT, a hint to the complexity of what is now known as the Qo-site. A third 

important inhibitor characterized shortly after was stigmatellin [69], showing similar behavior to that seen 

with UHDBT [58]. With both, binding induced the appearance of a band in the EPR spectrum of ISPH 

around gx ~1.800 on interaction with the reduced form, and an apparent shift in Em value, - in this case 

from 290 to 540 mV, more mark than the shift we had earlier demonstrated, from 280 to 350 mV on 

binding of UHDBT [58]. When crystallographic structures later became available, they confirmed the two 

binding modes inferred from these early studies. 

In comparing schemes in late 1980 [65], John Bowyer and I had concluded that neither a simple 

linear scheme nor a simple Q-cycle model could account adequately for all the observations, but while 

John preferred the Q-cycle, I leaned towards the linear. I have described elsewhere [70] the epiphany that 

released me from what I now realize was a hypothesis-induced myopia favoring the linear mechanism. 

About 10 months after the 1980 paper, Kevin Jones, a bright undergraduate working in the lab, asked me 

again to explain why the Q-cycle was wrong, and as I began my spiel, I realized to my chagrin that I had 

not thought through the change in perspective from the past few years of work; neither the implications in 

terms of the equilibrium constants involved, nor the stoichiometric consequences of quantification. From 

a frantic few days of review of the Q-cycle literature in light of the advances discussed above, it became 

obvious that we had demonstrated a perfectly plausible Q-cycle, albeit one that, in contrast to those being 

currently considered, was highly constrained by the data, and I recognized that it had been anticipated in 

outline six years earlier by Garland et al. [71]. The Q-cycle scheme Mitchell had first suggested [6], 

required input of an electron from the dehydrogenases to complete reduction of Q on the matrix side, and 

this feature was still preferred in the 1976 review [55]. What Garland had realized shortly after its 

introduction was that, since mitochondrial bc1 complexes had been isolated and shown to function 

independently, Mitchell‟s scheme had to be modified [71]. A stand-alone functionality could be 

introduced by having the bifurcated reaction on the cytoplasmic side turn over twice, to provide, through 

the b-heme chain, both electrons needed to reduce Q to QH2 on the other side of the membrane [70]. The 

modified Q-cycle we rediscovered was now fleshed out by extensive kinetic, thermodynamic, and 

stoichiometric data. It accounted with satisfactory economy for all the experimental findings and 

accounted also for the kinetic characteristics which had previously seemed anomalous [72-75]. 

Measurement of electrogenic processes in reaction centers and the bc1 complex was a key feature. With a 

stoichiometric ratio of 2:1 for reaction centers to bc1 complex in chromatophores, each flash should 

activate formation of 2P
+
 and (in the mean) 1QH2, available for turnover of the bc1 complex. The 

electrochromic change showed equal electrogenic contributions from reaction centers and the complex. 

Since the photochemical reaction spanned the membrane, the fast phase showed the change due to 2 

reaction centers, and the slow phase indicated that the oxidation of 1QH2 by the two P
+
 through one bc1 

complex led to movement of two electrons/QH2 across the membrane. The Q-cycle explained this through 

two consecutive turnovers of the Qo-site, and regeneration of 1 QH2 at the Qi-site. However, the 
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thermodynamic properties of the high-potential chain meant that in the first turnover, most of the 

electrons from QH2 re-reduced the „invisible‟ Fe2S2 cluster rather than heme c1, so its contribution was 

not apparent in kinetic measurement of the total cyt c through absorbance changes, thus accounting for 

the mismatch in kinetics. In addition, reduction of heme bL required more work than reduction of heme 

bH, and after reduction of ISP, not enough was available in the high potential chain until after another 

flash, ISPH was re-oxidized. The model also suggested that the bc1 complex behaved as a stand-alone 

complex, as required by Garland. This was later demonstrated in situ through the second order nature of 

the reactions of both substrates with the complex, with QH2 diffusing in the membrane and cyt c2 

diffusing in the aqueous chromatophore interior [76-80]. The thermodynamics of the bifurcate reaction at 

the Qo-site also provided severe constraints on choice of mechanism, and these were further explored in 

preliminary experiments to probe the energy landscape [81]. These studies showed some important 

features: i) from measurement of activation barriers for separate partial processes, the rate limiting 

reaction was transfer of the first electron from QH2 to the Fe2S2 cluster of ISP to generate an intermediate 

semiquinone (SQ); ii) that the reaction was strongly endergonic; and iii) that in order to outcompete the 

back reaction, the SQ would have to be rapidly removed by oxidation via the b-heme chain. We pointed 

out that the minimal model would involve the SQ intermediate state at the top of the activation barrier and 

proposed a set of kinetic equations through which this and other models could be explored and tested 

against the observed kinetics. The modified Q-cycle that we demonstrated in 1982, as refined in [75], and 

extended with substantial additional refinements from more recent work in the context of structures [70, 

81-85], has become the consensus mechanism for the bc1 complex. Fig. 1 shows the mechanism set 

against a model of the structure from MD simulation containing substrates QH2 and Q at Qo- and Qi-sites, 

respectively.  

A. Prediction of structure of cytochrome b  

It had become obvious that any substantial further progress towards a molecular understanding 

could only come if we had structural information. At that time, no membrane proteins had been solved 

crystallographically, so we looked at the possibly of modelling. Howie Robinson and I developed two 

software packages, PDV (a Protein Data Viewer) allowing an IBM PC (or compatible computer) to be 

used for viewing structures from the Protein Data Bank, and SEQANAL, for sequence analysis. The 

transmembrane function of the bc1 complex had obvious structural implications, but, although the 

reaction center structures came out in 1984 [86] no other structures were yet available. However, 

mitochondrial DNA was an early target for sequence analysis, so that sequences of several mitochondrial 

cytochrome b subunits were available quite early. Alignment of sequences by Widger et al. [87], and by 

Saraste [88] in 1984 showed four conserved histidines suggested to be the ligands for the two b-hemes, 

two each in separate helices. Hydropathic analysis had suggested nine transmembrane helices as the 

supporting scaffold and showed that the histidines were in pairs separated by ~20 Å across the membrane 

in two of the helices. These were assigned as ligands to the two hemes to provide a preliminary structural 

model. The transmembrane distribution was interpreted as supporting electron transfer between hemes as 

expected from the electrogenic process identified in our kinetic work [74].   

B. The 8-helical model of cytochrome b  

In addition to structural prediction and hydropathic analysis, routines were written to analyze 

sequences for amphipathic character. Information from amphipathic analysis strongly suggested that one 

of the putative transmembrane helices of the Widger et al. and the Saraste structures (helix IV) was an 

amphipathic surface helix. From this, we suggested an 8-transmembrane model that reversed the direction 

of helices across the membrane downstream of III, including helix V, one of the histidine-bearing 

helices), with important structural implications [89]. Around this time spontaneous mutations that 
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rendered the yeast complex resistant to antimycin or funiculosin (Qi-site inhibitors), or mucidin (a Qo-site 

inhibitor) were identified in yeast [90], and sequenced. In the 9-helix model, the residues introducing 

resistance at a particular site clustered on both sides of the membrane, but in the 8-helix model, all Qi-site 

resistance mutations were on the N-side, and all Qo-site resistance mutations on the P-side [89, 91]. In 

collaboration with Bob Gennis and his group (see C. below), we found strong support for this folding 

pattern from assignment of histidines to specific hemes using directed mutagenesis [92], and by phoA-

fusion analysis [93]. When structures eventually became available, this new folding model was shown to 

be correct [94, 95]. The SEQANAL package was later extended to include information on amino acid 

propensities revised to take account of the effect of hydrophobic forces in determining secondary 

structure, and the asymmetry of conservation in secondary structures (the "mutability moment") as an 

indicator of tertiary structure (the PSAAM (Protein Sequence Analysis and Modelling) suite [96]). We 

used these programs to develop more refined models of the cytochrome b subunit, including location of 

the Qo- and Qi-sites [97], later validated in its main features by crystallographic structures. 

Although in retrospect these structures from predictions pale in comparison with the 

crystallographic models, it was nevertheless gratifying to see how well our predicted cytochrome b 

structure anticipated the latter.  

C. Site-directed mutagenesis of the bc1 complex  

Techniques for molecular engineering of cyt c2 in Rb. sphaeroides were developed by Donohue, 

McEwan, and Kaplan [98], and extended for the bc1 complex by Gabellini and Sebald [99], and by 

Davidson and Daldal [100] for Rb. capsulatus in 1987. The Kaplan and Gennis labs shortly after 

developed similar protocols for molecular engineering in the three main subunits of the bc1 complex in 

Rb. sphaeroides, and in collaboration with them, we tested the protocols by characterizing several 

engineered mutants [101]. With the fbc operon encoding the three major subunits of the bc1 complex 

cloned and sequenced, a battery of molecular engineering techniques was developed to allow specific 

mutation at any site. Initially, we used the strains engineered in Bob‟s group to investigate the role of 

conserved amino acids in the structure and catalytic mechanisms of the bc1 complex, including the 

liganding histidines above, but later made our own contributions [92, 93, 102-106]. In the iron-sulfur 

protein (ISP), we developed protocols for expression of the subunit in E. coli [105] and used specific 

mutagenesis to establish that putative ligands to the Fe2S2 cluster were essential to function [104]. The 

collaboration with Bob Gennis has continued since, and I am happy to acknowledge the fun we had, and 

the increasing debt I have owed him over the years. 

Isolation and characterization of the bc1 complex of Rhodobacter sphaeroides  

The Rb. sphaeroides bc1 complex was purified as an active enzyme in high yield using 

conventional chromatographic methods [107]. The isolated enzyme had essentially the same 

thermodynamic and spectroscopic properties as the enzyme in situ, contained the same prosthetic groups, 

but had an activity somewhat lower than that measured in situ. The enzyme had four subunits, three of 

which, cytochrome b, Rieske-type iron sulfur protein (ISP), and cytochrome c1, contain the centers 

associated with redox active prosthetic groups. N-terminal sequencing data indicate that these three 

subunits are the proteins coded by the fbc operon. Later, we constructed an fbc gene with a coding 

sequence for a (His)6 tag at the C-terminal end of cytochrome b (BH6) or cyt c1 (CH6) and expressed 

these in Rb. sphaeroides [108]. The complexes synthesized was fully active and could be rapidly isolated 

and purified using a Ni-affinity column. The isolated complex was obtained in high yield and had 

properties similar to the native complex but with a somewhat reduced activity compare to that in situ. We 

used this preparation to synthesize protein for structural studies, and detailed spectroscopic investigations. 
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We have continued to do our molecular engineering in this background to allow ready isolation of the 

mutant complexes. 

3. Status of research on bc1 complex before structures became available  

The modified Q-cycle mechanism provided a satisfactory explanation for the overall reaction and 

the main kinetic features studied [75], and provided clues as to the architecture of the protein housing the 

mechanism, as summarized in the models published [81, 96]. Although the seminal papers [72-74] are 

seldom cited, the change from Mitchell‟s model was necessary to further advances. The difference was 

critical because the modified version was so highly constrained. No other Q-cycle model combined the 

high explanatory value with the parsimony introduced by the high degree of constraint; these features, the 

qualities most highly valued by Popper [109], opened the hypothesis to rigorous experimental test, and 

the survival of the essential elements through subsequent evolution is testimony to its strength.  

From the dependence of rate on the degree of reduction of the Q-pool, properties of the ES-

complex could be derived from Michaelis-Menten considerations but provided no other structural context 

beyond our models [77-81, 110]. There was strong evidence from the isolated enzyme that the complex 

was dimeric [107, 108], but no suggestion as to why. The structural model of cyt b provided distances for 

electron transfer across the membrane between the hemes, and between the catalytic sites [81, 96] that 

allowed us to exploit the development by Moser, Dutton and colleagues [111-113] of a simplified Marcus 

treatment. 

log
  

      .  
 

 .   
(   . )   (      )    

The first two terms on the right transformed a densely quantum mechanical treatment of the pre-

exponential term to a simple dependence on distance, accessible to the mathematically challenged, so that 

once structures were available, measured distances could provide a basis for estimation of rate constants 

between centers, and vice versa, opening a wider perspective on mechanism. The value of γ has more 

recently become controversial; the Marcus value of (4×2.303RT), or 4.23 at 298 K, is classical, but Moser 

et al. chose a value of 3.1, reflecting the Hopfield approximation to introduce a quantum mechanically 

modified dependence of rate on temperature. We have preferred the former choice (see 5, A. j), and 

[114]).  

An important study by Ding and Dutton [115-117] had shown that the gx line at 1.800 of the ISP 

EPR spectrum was lost on reduction or changed on extraction of the quinone pool. They interpreted these 

phenomena as interaction of the reduced ISP with two distinct quinone species Qos and Qow involved 

strongly and weakly binding components. They suggested that the Qo-site operates through a double-

occupancy of Q species, in which the weakly binding species associated with the gx 1.800 signal was 

modelled as a complex with ISP. Trumpower [66, 118] had demonstrated that the ISP could be detached 

(with loss of overall function) and reconstituted (with regain of function), and John Bowyer and I had 

demonstrated from the inhibition by UHDBT that the ISP had a functional role as reductant for cyt c [56, 

57], and, in collaboration with the Dutton group, that the inhibition involved a binding of UHDBT and 

ISP [58], taken as a quinone analogue. After he moved to Trumpower‟s lab, they developed a strong case 

for a Q-cycle based on the effects of UHDBT [119, 120], albeit still Mitchell‟s model requiring an input 

of one electron from the dehydrogenases at the Qi-site. However, there was no hint from any of this work 

of the movement of the ISP extrinsic domain discover from the structures (see 4. below).   

In the preamble above, my intention has been to set up both the adequacy of the Q-cycle before 

structures were available, and set the scene for the importance of the new structural information to an 
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understanding of mechanism at the molecular level; the modified Q-cycle provided an economical model 

before the structures, but evolved as details became available, with the main features of the original form 

still providing the framework for subsequent evolution.  

4. Crystallographic structures 

Before structures were available, extensive spectroscopic work had identified two histidine 

ligands stabilizing the ISP cluster [121, 122]. A high resolution structure of the solubilized head group of 

the Rieske iron-sulfur protein (ISP) was published early in 1996 [123], showing an egg-shaped structure, 

with the cluster liganded as expected from spectroscopy, in a domain at the narrower end. The first more 

complete structures of the bc1 complex from a collaboration between Chang-An Yu, and Xia and 

Deisenhofer of mitochondrial bc1 complexes (bovine) was published in a preliminary report in 1996, with 

a more detailed structure in 1997 [94, 124], and showed a dimeric structure. The cytochrome b subunit  

showed the 8 transmembrane helices and location of the b-hemes predicted from our model [89, 96, 125]. 

In the complex containing myxothiazol, cyt b showed density for the inhibitor close to heme bL, thus 

indicating the location of the Qo-site, and structures binding antimycin showed location of the Qi-site, 

both situated as predicted in our model, but now shown at atomic resolution (2.9 Å), providing details 

critical to an understanding of many mechanistic features. The cytochrome c1 subunit was a new 

structure, but unfortunately, a key player was missing from the overall structure, - the extrinsic domain of 

the Rieske iron-sulfur protein. However, density was assigned to the Fe2S2 cluster of ISP, and in 

discussion at meetings, they had hinted at the possibility of mobility based on distance changes of this 

density compared to the other redox centers. 

The first complete structures were solved by Ed Berry and colleagues in 1998 [95], and showed 

as the main new feature, the extrinsic domain of the ISP, missing from the Xia et al. model. Structures 

with stigmatellin bound showed the Fe2S2 cluster domain binding at the Qo-site of the cyt b subunit, H-

bonded
 
to the inhibitor. In structures with myxothiazol bound the cluster binding domain was closer to 

heme c1, with the whole extrinsic domain moving without major change of its structure except in a linker 

span connected to the helical membrane anchor (already known from the Xia et al. structure). From this 

we inferred that substantial movement between interaction sites would be needed to complete the catalytic 

cycle. Berry also solved structures for the native complex without occupants of the catalytic sites (and 

with the ISP head in an intermediate position), and with ubiquinone or antimycin in the Qi-site. Structures 

with myxothiazol bound showed the same location as in the Xia structure, but in the stigmatellin bound 

structure, the inhibitor was in a volume overlapping the myxothiazol site, but more distal from heme bL. 

Stigmatellin was liganded to ISP through a H-bond between the -C=O of the ring and Nε of one of the 

histidine ligands, His-161, of the cluster. The position of the ISP extrinsic domain in the stigmatellin 

structure was different than that in other structures with myxothiazol, or with a vacant Qo-site, and protein 

occupancy (from electron density) of the extrinsic domain was higher [126]. This suggested that the H-

bond from stigmatellin to His-161 of ISP stabilized the extrinsic domain [126] in a configuration likely 

mimicking its interaction with ubiquinone species. Structures with ubiquinone in the Qi-site showed 

ligands to His-217 and Asp-252, which mutagenesis had shown to be critical to turnover [102]. No 

quinone species were seen at the Qo-site, but stigmatellin provided an obvious model. During the next few 

years, additional structures were published showing other positions of the ISP, and other inhibitors.  

A. Lessons from the structures  

Early in 1997, Berry had generously invited me to participate in the publication of his structures 

to provide a functional perspective. As structures became available, he sent them along to us, so we had 

the unique privilege of a series of marvelous revelations, many showing details of binding of new 
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inhibitors at the Qo- and Qi-sites. The structures were of enormous help in extending our understanding of 

function. In the context of the structures, we publish in 1999 a series of papers in Biochemistry [126-128] 

exploring in great detail the structure/function implications of the architecture revealed. Several critical 

new features of the structures allowed is to extend our understanding of the Q-cycle mechanism [129-

131], discussed in the next section. 

B. Electron transfer by movement of the extrinsic domain of ISP  

Resolution of the ISP subunit proved to be critical to a new understanding the Qo-site mechanism. 

In particular, the binding of stigmatellin suggested where QH2 must bind in formation of the ES-complex. 

Since the Q-cycle would not be competent in all partial reactions of quinol oxidation in any of the single 

static structures provided by crystallography, we had suggested that a movement of the ISP extrinsic 

domain must occur between the interaction domains [95]. Movement allowed the Fe2S2 cluster binding 

domain to connect to widely separated reaction interfaces during turnover of the Qo-site [95]. We 

suggested that the movement itself was a spontaneous diffusional process with an expected timescale in 

the sub-microsecond range [126, 128]. In collaboration with the Schulten group, we demonstrated the 

feasibility of this scenario through molecular dynamic (MD) simulations [130]. The MD model was based 

in Berry‟s avian mitochondrial complex, incorporated into a POPC membrane separating two aqueous 

phases. It was among the largest MD models attempted at the time and use of the technique of steered 

molecular dynamics in this study tested the computational resources available. We also noted that in 

setting up the model, equilibration of the protein with the water phases populated some interesting water 

chains in cytochrome b, some of which provided important clues as to the pathway for H
+
 release from 

the Qo-site reaction [129, 130]. The mechanism proposed for proton exit in [129] included a movement of 

the intermediate semiquinone from the stigmatellin occupied domain distal from heme bL to the 

myxothiazol occupied proximal domain, to allow more rapid oxidation of SQ by the heme. This 

incorporated a displacement of the sidechain of a glutamate in the conserved -PEWY- sequence (seen in 

the myxothiazol structure), to connect it to a water chain leading to the P-phase, thus providing a path for 

proton exit, and a role for the glutamate. Much of our subsequent research has been devoted to testing and 

refining this model. 

C. Stigmatellin binding as a model for the ES-complex  

None of the structures have shown any quinone species at the Qo-site, but structures were solved 

with different inhibitors present. The structures with inhibitors provided clues to mechanism. In 

particular, the structure with stigmatellin showed a complex at the Qo-site in which the inhibitor was H-

bonded to Nε of His-161 of ISP (avian numbering); the other imidazole N of this histidine serves as a 

ligand to the Fe2S2 cluster [95, 127]. This interaction with ISP recalled the earlier information on UHDBT 

and stigmatellin binding from EPR studies [58, 69], showing that binding involved the reduced cluster 

(ISPH). We suggested that a similar H-bond might be involved in formation of the ES-complex, but 

between OH- of ubiquinol (QH2) and the same His-161 of the oxidized ISP [127, 129]; it is now generally 

accepted that the ES-complex forms at or close to the site shown by stigmatellin binding and involves 

such a H-bond.  

D. The bifurcated volume of the Qo-site  

The structures showed that the Qo-site of the complex has a bi-lobed volume. It is accessed from 

the lipid phase by a relatively narrow tunnel through which substrates, products and inhibitors must 

diffuse. Contrary to the expectations of double-occupancy models, the native structure showed no 

evidence for occupancy by any quinone species, much less a tightly bound quinone at this site ([127] and 

see above). In co-crystals with inhibitors, stigmatellin occupied the lobe distal from heme bL, and 
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myxothiazol or MOA-type inhibitors occupy the proximal lobe. The volume also has an opening to the P-

side aqueous phase, which is occluded by the cluster domain of ISP in structures showing it bound 

through a H-bond to the inhibitor.  

E. Functional significance of the different Qo-site conformations  

The configuration of the site undergoes substantial rearrangement depending on the occupant [84, 

128]. In the stigmatellin complex, the volume between the inhibitor in the distal site and heme bL is 

occupied by sidechains of conserved residues (including the -PEWY- glutamate), but in the myxothiazol 

structure these were displaced to allow occupancy of this proximal domain by the inhibitor. For the most 

part, these displacements were by simple rotation of the side chain; the configuration of the backbone 

atoms was not changed. However structural displacements conserving backbone orientations are 

important in redistribution of volume to accommodate inhibitors in the different lobes. The volume 

occupied by myxothiazol would obviously be available and suitable for housing the head-group of 

quinone species in the absence of the inhibitor, but only by similar side-chain displacements. Structures of 

the inhibitors overlap in the common volume of the access tunnel, which, absent substantial expansion, 

constrains occupancy to a single species, Q, QH2 or an inhibitor. However, some inhibitors showed little 

occupancy of the tunnel (no tails), and evidence from bypass reactions suggests that QH2 then can form an 

(incompetent) ES-complex, albeit with a reduced affinity, generate SQ and form superoxide (SO). We 

suggested that this complicated design had a functional significance. The products of the first electron 

transfer are a semiquinone (SQ) and ISPH, which would be constrained to the distal domain, and would 

have to dissociate from the intermediate product complex before the reaction could proceed forward. 

From kinetic data and an analysis of mutant strains we suggested that a movement of the semiquinone 

from the distal domain in which it is formed to the proximal domain of the binding pocket must occur 

during catalysis to take advantage of the 1000-fold increase in rate constant for reduction of heme bL that 

the 5.5 Å decrease in distance would provide. Analysis of the functional consequences of mutation around 

the Qo-site volume, in the context of related effects on inhibitor binding, strongly supported the idea that 

this movement is essential for function of the bifurcated reaction [84, 128]. These two mobile features 

would clearly be linked; dissociation of any intermediate complex would be required before the ISPH 

could move away to donate its electron to heme c1, and before SQ movement in the site could occur.  

5. Complexes of ubiquinone species with ISP  

 

A. The nature of the gx = 1.800 species.  

The structures provided new insights into the nature of interactions of ISP with quinone species 

shown by changes in the EPR spectrum of reduced ISP [126-129]. The evidence for double occupancy 

model of Ding, Dutton and colleagues [115, 117] had depended heavily on interpretation of features of 

the EPR signal detected by the line at gx = 1.800 from ISPH, which was modified by interaction with Qo-

site occupants [58, 69]. In the absence of inhibitors, and with the Q-pool initially oxidized, redox 

titrations showed that the gx 1.800 signal titrated out on reduction of the pool and was replaced by a 

weaker band at g x 1.77. This suggested that the gx 1.800 band showed binding to Q, and the gx 1.777 to 

QH2. Both disappearance of the 1.800 band and appearance of the 1.777 band titrated with the midpoint 

of the Q-pool at Em,7 ~90 mV indicating no preferential binding of the quinone over quinol. However, 

extraction of the ubiquinone pool changed the signal, through an intermediate line shape with a weaker 

signal displaced from 1.800 to 1.783, further displaced to poorly defined gx= 1.765 feature on complete 

extraction. The differential shifts were interpreted as coming from strongly (Qos, the gx 1.783 species) and 

weakly binding species (Qow, gx 1.800 species).  
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When structures became available, they showed no evidence for any quinone species at the Qo-

site. They showed a quinone species binding at Qi-site with significant occupancy, but Ding et al. had 

indicated that the strongly binding Qos-site species should by much more tightly bound than this, so the 

failure to see any occupancy was anomalous. In effect, the structures provided no explanation for the Qos 

phenomena. Since the strong the gx 1.800 signal was seen only when ISP was reduced and the quinone 

pool oxidized, we suggested that the simplest interpretation was that it represented a complex between the 

reduced ISP and ubiquinone (Q) through the same His-161 as seen in the stigmatellin complex [127], but 

with relatively weak binding.  

B. Complexes with ISPH: the gx 1.800 species, UHDBT and stigmatellin.  

The gx 1.800 species figured prominently in a later study, in which the Daldal and Dutton groups 

collaborated in an interesting exploration by Elisabeth Darrouzet of consequences of mutation in the 

tether region of the ISP connecting the extrinsic head to the membrane anchor to explore its role in 

movement [132-136]. Examination of the structures [128] had shown us that the linker region was helical 

in structures containing myxothiazol, in which the cluster domain had no H-bonding interactions, and 

extended in the stigmatellin containing structures, apparently pulled out to accommodate the movement of 

the extrinsic domain associated with binding. In the Darrouzet  et al. studies, the gx 1.800 line was used to 

assay binding of ISP, and the results showed that binding led to a change in the Em of the cluster, which 

increased dramatically when the tether was extended by insertion of 1-3 alanines, and less dramatically by 

other mutations in the linker span. From our previous work on the changes at this spectral band on 

binding of UHDBT, and our recognition of the gx 1.800 species as a complex of ISPH with Q, we could 

reinterpret their data in terms of the complex with Q. Rather than an intrinsic change in the Em, the 

change was only apparent. It could be attributed to a preferential binding of the reduced form, an 

interpretation previously used in the studies of inhibitors which showed that that binding with ISPH led to 

a change in the Em of ISP (cf. [58, 69]), and that the extent of change reflected the binding constant for the 

inhibitor. This was most obvious in the presence of myxothiazol, which displaced the relatively weakly 

binding UHDBT, prevented its interaction, and eliminated the Em shift by the inhibitor. The change in Em 

in the linker mutations was also lost in the presence of myxothiazol, but in that case by preventing ISPH 

from interacting with quinone. We suggested that the change in Em was a measure of the strength of 

binding with quinone, changed on extending the linker, providing a value for the binding energy. In light 

of the structures, this could be explained through a “spring-loaded” hypothesis: in wild-type, the binding 

to a Qo-site occupant pulled the ISP extrinsic domain from the relaxed configuration observed in the 

presence of myxothiazol (with the linker span in a helix), to a strained configuration (with the linker span 

extended). Extension of the tether on forming the complex pulled the helix (a “chemical” spring) apart, 

required a force to break H-bonds stabilizing the helix. This force and the binding force acted against each 

other. As a consequence, the binding force assayed through the apparent ΔG was weaker than that 

measured when the tether was pre-extended on mutation [137]. Mutation of the linker region led to a 

tighter binding with Q because it extended the linker, removing the tension. The hypothesis could also 

account for the change in Em of ISP by -30 mV in wild type on addition of myxothiazol, which eliminated 

the interaction with Q (seen by loss of the gx= 1.800 signal). The -30 mV change in Em showed the loss of 

the binding force with Q [138] in the uncomplex state. It will be obvious from this discussion that the 

properties of the different complexes are determined by specific properties of both species contributing to 

the H-bond, and an important component of our work has been in characterizing those properties for each 

complex. We will revisit this “spring-loading” question in greater detail later. 

C. Accounting for catalysis in terms of the kinetic and thermodynamic characteristics of the 

Qo-site reaction  
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In order to give some idea of the kinetic data from which we can determine rate constants and 

equilibrium constant, Fig. 2, taken from [139], shows kinetic traces for mutant E295D, annotated to 

demonstrate how measurement of kinetic and thermodynamic parameters can be made (see legend). The 

curve defined by open triangles shows the difference of redox potential (E') between the high potential 

and low potential chains (given by the scale on the right), determined from the poise of reactants 

measured from the traces at select time points, - shortly after each flash for flashes 1, 2, 3, 5 and 6, and 

then at points during the return towards equilibrium.  

a) Formation of the ES-complex.  

We estimated a relative binding force for QH2 in formation of the ES-complex from redox 

titration of the rate of QH2 oxidation in the presence of antimycin, assayed through heme bH reduction. 

The rate, and hence the occupancy of the ES-complex, titrated in with a mid-point ~130 mV [74, 77, 

79, 80]. At that Eh, the Q-pool was 90% oxidized, so the displacement showed a 10-15-fold tighter 

binding of QH2 than expected from the equal binding with Q in formation of the gx 1.800 complex 

[117]. A comprehensive study of temperature dependence showed that the activation barrier was in the 

first electron transfer [81, 131]. These studies characterized the energy landscape of the reaction as 

starting from an ES-complex populated by preferential binding of QH2, followed by formation of an 

activated state showing (at least in the low temperature range) a barrier of 65 kJ.mol
-1

 [131] before 

formation of products, the reduced ISP and semiquinone (SQ). The SQ was removed by electron 

transfer to heme bL and then to heme bH. We later showed that in formation of the ES-complex, a 

similar value for the binding constant could be derived from the change in pK of ISP between the free 

(pKox1 = 7.6) and bound (pK = ~6.5 in the ES-complex, from the dependence of electron transfer rate), 

as expected from the contribution of QH2 and ISPox to its formation [82].  

 

b) The oxidation of QH2 was several orders slower than expected from distance.   

Several anomalies were obvious from comparing the apparent rate constant from kinetics with 

that expected from the structures. The H-bond with H-161 (avian numbering) in the ES-complex must 

be close to the same length as that with stigmatellin. This gives a distance for the electron transfer 

process of ~ 7Å. We noted that application of Dutton‟s ruler to determine a rate constant for the first 

electron yielded a value several orders of magnitude faster than the observed rate [128, 131].   

 

c) The rate limiting step and the high activation barrier are in the first electron transfer.  

We analyzed the activation barriers of partial processes in the high-potential chain and 

compare these with the turnover of the Qo-site as determined by the kinetics of reduction of heme bH in 

the presence of antimycin [131]. In confirmation of earlier work [81], the highest activation barrier and 

the rate limiting step were identified as in the first electron transfer, with a rate-constant varying with 

pH and temperature. The straight-line fit to the points showed ~47 kJ/mol; however, the activation 

energy for the limiting reaction taken over the low temperature range was higher (~65 kJ/mol) than 

over the higher range (~35 kJ/mol), and higher than previously reported, likely because over that 

range, the temperature was not well controlled in the early experiments. The change in slope from low 

to high ranges suggested a distributed kinetic limitation, with the components of faster rate but lower 

Eac contributing more in the high range.  

 

d) Binding of inhibitors at the Qi-site did not affect the rate limiting step at the Qo-site.  

We had earlier demonstrated that the oxidation of QH2 in the absence of antimycin, 

determined from the electrogenic events associated with turnover, occurred at the same rate as that in 

the presence of antimycin, determined from the rate of reduction of heme bH [74], and confirmed this 
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in more extensive work [85, 127]. This result was important because it precluded any mechanisms in 

which physicochemical properties affecting turnover at the Qo-site were modified by binding of 

antimycin at the Qi-site.  

 

e) Most of the lag before reduction of heme bH begins is accounted for by the time to 

deliver oxidizing equivalent from the reaction center.  

The Qo-site reaction can be assayed through reduction of heme bH, the terminal acceptor in the 

presence of antimycin. Reduction started only after a lag of ~120 µs [65, 74]. The 120 μs lag was 

mostly accounted for by the time needed to get the oxidizing equivalent generated in the reaction 

center to the Qo-site (by transfer of the oxidizing equivalent from P
+
 through cyt c2, to heme c1 and 

ISP, including its movement) [85, 128, 131].  

 

f) The 20μs residual lag limits occupancy of intermediate steps of the second electron 

transfer to <0.02.   

The unaccounted lag value was <20 µs [85, 127, 128, 131], which would have to include all 

processes associated with intermediate states (SQ, heme bL) before reduction of heme bH. Since 

population of intermediate states occurs at the limiting rate (~1000 s
-1

), this would allow a maximal 

occupancy of ~0.02 for the sum of all intermediates; the lifetime of the SQ must be less the this. The 

result was important because the constraints eliminated all reaction mechanisms in which a SQ 

intermediate (SQ-ISPH, QH
•
, Q

•-
) accumulates significantly in normal forward chemistry. Essential 

the same lag is seen in the rapid-mix/freeze experiments of Zhu et al. [140]. 

A similar constraint on lag in heme bH reduction (<30 μs) was also seen in experiments from 

Millet‟s group [141], when cyt c1 was oxidized within 1 μs by photoactivation (via a ruthenium dimer 

and [Co(NH3)5Cl]
2+

 used as a sacrificial electron acceptor) and re-reduced by ISPH with rate constant 

80,000 s
-1

. The pool of 10-bromodecylQH2 was maintained reduced by succinate and succinate-Q 

reductase, so the 30 μs lag would include at least one transit of the ISP head between heme c1 and the 

docking interface on cyt b, and the formation of the ES-complex. In these experiments, they used 

famoxadone to inhibit the Qo-site, which has a curious binding mode seen in Berry‟s structure of the 

avian complex with famoxadone (PDB 3L74) [142]; it has a similar H-bond to the backbone >NH of 

E295 as the MOA-type inhibitors, but its odd lumpy structure distorts the volume of the Qo-site so as 

to allow the “trap-door” tyrosine [84] to reach out to H-bond with His-152 of ISP, so as to hold it close 

to the cyt b docking interface (discussed in more detail in Section 10 A below). This same structural 

constraint is also seen for the equivalent Tyr-302 in the Rb. sphaeroides bc1 complex with famoxadone 

(PDB 5KKZ). Although the inhibitor does not form a H-bond to the histidine (as stigmatellin and 

UHDBT do) the Tyr-His H-bond does substantially inhibit the oxidation of ISPH [141]. The 

consequence of this constraint on ISP movement is that, in contrast with myxothiazol and MOA-type 

inhibitors, the reduction of heme c1 by ISPH is inhibited, and the rapid kinetic phase lost on addition 

of famoxadone reflects the true kinetics of ISPH oxidation in the uninhibited complex. Taking account 

of these additional processes of the first step, the fraction of lag attributable to intermediate states of 

the second electron transfer is reduced and hence also the maximal occupancy. 

 

g) The low occupancy of SQ shows an endergonic reaction.  

Since the reaction is measured at close to saturating QH2 as substrate, and the kinetically 

estimated occupancy is close to that later measured directly [143, 144], transfer of an electron in the 

first step, QH2.ISPox ⇄ SQ. ISPH, must occur in a strongly endergonic process in which the rate 

constant for the back-reaction is much higher than for the forward reaction. The reaction for removal 

of SQ must compete with the back-reaction, and would therefore need at full-occupancy to involve a 
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rate >>100-fold more rapid than that of the limiting step, and a rate constant many-fold higher at the 

low occupancy suggested in the previous paragraph. 

 

h) The H-bond acceptor from ISPox on binding QH2.  

By reference to the structure with stigmatellin bound, the ES-complex from which the 

oxidation of QH2 occurs was modeled with QH2 bound to ISPox through a H-bond. The physical 

chemistry of this bond has been of critical importance in understanding mechanism. We suggested that 

the QH2 acts as H-bond donor to the Nε of His-161 (in avian, H-152 in Rb. sphaeroides). In formation 

of this bond, the pK of the histidine is critical. The pH dependence of Em on redox titration of ISP 

suggested that this group is responsible for the pKox1 at 7.6 measured on the oxidized ISP [145, 146]. 

This assignment has now been confirmed directly by NMR [147], and was interpreted by the authors 

as validating our model for the cycle of reactions involved in turnover of the Qo-site. However, in 

generating that model, we depended in extensive studies of the pH dependence of kinetic and 

thermodynamic characteristics of the functional system, in which the nature of the ES-complex 

provided only the starting point.  

 

i) The equilibria determining the formation of the ES-complex.  

A critical initial consideration in developing our hypothesis was that the ES-complex involves 

binding of two substrates, QH2 and ISPox [84, 129, 148]. The dependence on concentration for each of 

the two substrates could be estimated separately while keeping the other constant [82, 84, 129]. For 

QH2 this was done by varying the degree of reduction of the Q-pool at fixed pH; at pH 7 the half 

maximal rate is observed at ~130 mV, 30-40 mV higher than the mid-point of the Q-pool, showing a 

10-15-fold preferential binding of the reduced form. Since QH2 can donate to the H-bond only if ISPox 

is in the dissociated form, the binding of ISPox can be assayed  by varying the pH with QH2 constant. 

The occupancy of the ES-complex depends on pH over the range of the pKox1 of the group involved. 

That the dependence of electron transfer rate on pH, with the pK of ~6.5, was shifted from the pKox1 of 

7.6 measured by titration of the proteolyzed head group, could be accounted for by the work invested 

in the H-bond on formation of the ES-complex [82]. Since the two approaches gave close to the same 

value for an apparent binding constant, Kapp, they represented a common process iso-energetic for the 

two sequences (QH2 then ISPox, or vice versa).  

 

j) Proton-coupled electron transfer accounts for the slow first electron transfer.  

A second critical point to establish was an explanation for the slow rate of the first electron 

transfer. The pK of His-161 of ISPox contributes two separate effects. The first of these is in the pH 

dependence of formation of the ES-complex noted above. To understand the second effect, it is 

important to appreciate that the properties of the ES-complex determine the behavior of the first 

electron transfer that starts from this state. Several paradoxical features had to be explained; the high 

activation barrier, the slow rate of the reaction, and the short distance for electron transfer (~7 Å). 

From the latter, the expected rate constant was in the range <1 μs, at least 3-orders faster than the 

rate measured. This latter paradox could be resolved by recognizing that the Moser-Dutton treatment 

assumed a simple electron transfer, but that the reduction of ISPox by QH2 involves both an electron 

and a H
+
. Since ISPH shows a pKred ~13, on receiving an electron, the ISPox would become 

protonated. The stigmatellin structures show that the interface around the H-bond to ISPH is 

anhydrous, so, assuming the structure of the ISP/cyt b interface around the ES-complex is similar, 

reduction of ISPox could not involve a H
+
 from the bulk phase. However, transfer of a proton together 

with the electron along the H-bond from QH2 to His-161 could serve this role without any need for 

an extrinsic proton. The reaction would effectively be neutral, - a H-transfer, - but thermodynamic 
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description would require additional equilibria to those implicit in the Moser-Dutton equation to 

accommodate the involvement of the H
+
. H-transfer could occur by a proton-first-then-electron or by 

an electron-first-then-proton mechanism. Representing these by a thermodynamic square using 

estimates for work terms from the literature (see Fig. 3, taken from [84, 146]), it was obvious that the 

proton-first mechanism was the most probable [84, 145, 146], even though it involved a weakly 

populated state. The probability for electron transfer would then depend on the probability of finding 

the H
+
 close to the histidine. The second effect of the pKox1 on ISPox therefore comes from its 

involvement in determining this distribution. The probability distribution of the proton along the H-

bond is determined by the pK values for dissociation of QH2 (pK >11.3) and pKox
app

 for ISPox. The 

latter is determined by two contributions, the pKox1 of 7.6 in the isolated complex, lowered to ~ 6.5 

by the binding energy of QH2. The distribution of the H-bond proton close to ISP would be quite 

improbable and would contribute part of the energy barrier determining the rate of electron transfer. 

In effect, the rapid rate constant expected from the short distance is slowed by the low probability of 

finding the proton in the right place. This type of mechanism was first proposed to explain the 

behavior in chemical models by Nocera and colleagues [149, 150].  

 

k) A Marcus-Brønsted equation describes the reaction.  

From the above, we suggested that the electron transfer rate constant would be given by a 

Marcus-type treatment incorporating the distance dependence of electron transfer (Dutton‟s ruler, the 

first two terms on the right in the equation below), a classical activation barrier, and the weak 

probability for the proton from a Brønsted term, given by the ΔpK  of the groups contributing to the 

H-bond (the right-most term) [82, 148, 151]. The kinetic behavior of WT could then be 

economically explained in terms of standard probability theory. With probabilities in log10 form, this 

gives: 

 log
  

      .  
 

 .   
(   . )   (      )       (       )  (eq. 1). 

Here the value 13 is log10 of the limiting rate constant (10
13 

s
-1

) from bond vibrational 

frequency of a typical H-bond (3.6 Å), and β is an empirically determined slope for dependence of rate 

on distance from a sampling of measured rates in the context of structural distances (in the seminal 

work, mainly from bacterial reaction centers). In summary, the first two terms then represent in log10 

form the intrinsic rate constant (the pre-exponential term), the next term is log10 of the activation 

barrier in Marcus‟ form, and the Brønsted ΔpK term is the log10 probability of finding the H close to 

the histidine along the H-bond.  

In the experiments leading to the equation above, temperature dependence was explored in the 

range above 0
o
 C and was treated classically. Marcus‟ treatment was a refinement of the classical 

activation energy approach and he used γ =  F/(4×2.303RT), or 4.23 at 298 K. However, γ is treated 

differently by Dutton and colleagues (cf. [111]) through a value of γ=3.1, originally from empirical 

fits, but justified by using the Hopfield [14] approximation in which ħω/2 coth[ħω/2kBT] is substituted 

for kBT, originally suggested to account for temperature independence of electron transfer at low 

temperature. Justification for this treatment is controversial [114].  Marcus [152] treated λ is a 

composite term, dependent on dielectric response in two ranges; Dop in the refractive index range, and 

DS representing the mobility of dipolar and charged groups from the outer sphere. Matyushov [153] 

has pointed out that dielectric response, and therefore λ, depends on the nature of the process, and he 

investigated the density of such states as a function of response time over seven orders of magnitude. 

One obvious point that comes from this is that a value for λ appropriate to a particular process will 

depend on how fast it occurs; the dielectric response to the picosecond processes of the reaction center 
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will reflect Dop processes, which will be independent of temperature. The slowing down of rate as 

temperature is lowered will represent a mixture of effects, part classical activation barrier, and part a 

freezing out of the dielectric response; it is by no means obvious that Hopfield took account of these, 

or that quantum mechanical effects are usefully applied in this part of the equation. Since log10ket 

scales with γ, calculates rate constants will be more than 10-fold higher than the classical values.  

D. The role of the two histidines binding the Fe2S2 cluster.   

As noted above, eq. 1 introduced thermodynamic values for the ISP in two different processes: 

through the role of Em,pH in determining ΔGo', and through the value of pKox1 in the Brønsted term. 

Electron and proton affinities for both redox centers are included in ΔG
o
', but in the ΔpK term, the proton 

affinities alone. Looking at the equation as the summary of a hypothesis, the involvement if these work 

terms for ISP could clearly be tested in terms of properties of the ISP, and changes in those properties on 

mutation.  

Following early redox titrations by Prince and Dutton [154] showing a pK ~8 on the oxidized 

ISP, Link [155] had shown using cyclic voltammetry [156] and CD spectroscopy [155] that this could be 

resolved into two pK values at 7.6 and 9.2. Structures of the solubilized extrinsic domain [123] had 

confirmed the ligation by two histidines, and Berry‟s complete structures [95] showed which of the 

histidines was likely involved in formation of the ES-complex in the full bc1 complex. We had shown 

using CD spectroscopy on isolated bc1 complex or chromatophores from Rb. sphaeroides [145], results 

similar to those of Link for the mitochondrial complex, with pKox1 of 7.6, pKox2 of 9.8, and could then 

interpret these results in relation to the complete structure [95]; the stigmatellin-bound structure showed a 

complex with ISP through a H-bond from His-161 (avian numbering), which we suggested might indicate 

the location of similar complexes with ubiquinone in Q or QH2 forms formed through a similar bond.  

Our understanding of the first electron transfer in terms of the Marcus-Brønsted equation is 

outline above [129, 145, 148]. The overall reaction involves transfer of an electron and a proton from QH2 

to ISPox, and the probable sequence of the proton-coupled electron transfer could be calculated from a 

thermodynamic square (see Fig. 3) which strongly favored a proton first then electron sequence. With the 

bc1 complex initially with Q.ISPH at the Qo-site (the gx=1.800 complex), the sequence [85] involves 

dissociation of the complex, domain movement, oxidation of ISPH, domain movement back, and then 

formation of the ES-complex and the processes leading to the intermediate product state given by the 

following scheme: 

1. Dissociation of His-161 (at pH >7.6):          ISPo-NH
+
…(cyt b) ⇄ ISPo-N…(cyt b) + H

+
 

2. Binding of QH2:              ISPo-N…(cyt b) + QH2 + ⇄ ISPo-N…QoH2.(cyt b) 

3. Equilibria in the ES-complex: ISPo-N---H-O-QoH2.(cyt b) ⇄ ISPo-N-H---O-Qo.(cyt b) ⇾ 

electron transfer, to yield the intermediate product state, ISPH
•
.QoH

•
. 

 

(The scheme here is an elaboration of that in [85], with -NH
+
 and -N representing different 

dissociation states of the Nε atom of His-161 (His-152 in Rb. sphaeroides) , and N---H-O-QoH2 and N-H--

-O-QoH2 representing the H-bond from quinol -OH to N with the H-atom distal and proximal to the 

histidine, respectively.) 

 

Most of this work, including several collaborations through structural, thermodynamic, kinetic, 

and spectroscopic studies using both wild type and specifically engineered strains, was reported before 

2004. The results strongly support a detailed hypothesis for the mechanism for turnover of the Qo-site, 

and in particular provided a detailed description and the characterization of the first electron transfer, 
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summarized in the Marcus-Brønsted equation above. However, the results also strongly support certain 

features of the second electron transfer of the bifurcated reaction: the need a rapid removal of the SQ and 

hence for movement of the SQ in the site. This hypothesis was fleshed out over the rest of the decade. 

 

6. Detailed characterization of the first electron transfer 

 

The changes in Em and pKox1 on mutagenesis of sidechains contributing to binding of the Fe2S2 

cluster.  Previous work on mutagenesis of ISP had shown that the both Em and pK value were modified on 

elimination of H-bonds to the cluster or its ligands [104, 145, 157, 158]. The study by Mariana Guergova-

Kuras, Richard Kuras and Natalia Ugulava was on mutations at Y156 to H, L, F, and W [157] (see 

scheme below), and had demonstrated changes in ISP properties induced by mutation that were important 

then, but took on new significance after our understanding of the PCET reaction in terms of the Marcus-

Brønsted equation. In general, changes in activity were correlated with substantial changes in 

thermodynamic properties. The Y156H mutation had little effect on thermodynamic or EPR properties, 

perhaps because the H-bond to Cys-129 could still be made. The largest effects were in the Y156W 

mutant, were the rate of the Qo-site reaction was substantially inhibited (to 7.2%), and this was linked to a 

change in the limiting Em at pH below pKox1 (from 312 mV in wildtype to 198 mV in Y156W), and of 

pKox1 (up from 7.6 to 8.5). In addition, substantial shifts of the gx 1.80 band in the presence of ascorbate 

(ISP reduced, but the Q-pool largely oxidized (the ISPH.Q signal) or in the presence of stigmatellin.  

Derrick Kolling  and Sangmoon Lhee [159] built on this preliminary 

work by detailed studies of the following mutant strains, newly 

constructed when necessary: S154T, S154C, S154A, Y156F and 

Y156W. We identified the structural basis of changes in the H-bonding 

of the Fe2S2 cluster using ESEEM spectroscopy in collaboration with 

Sergei Dikanov [160, 161], and, in collaboration with Satish Nair, by 

solving structures for mutant strains at high resolution (1-1.4 Å) [162]. 

These showed that, apart from the small changes in distance associated 

with the liganding atom, the mutations resulted in minimal structural distortion, so that the altered 

properties could be attributed to the H-bond changes, and pleotropic effects could be excluded. The 

exception was for Y156W, where the bulk of the tryptophan led to some displacement in surrounding 

residues. In a collaboration with Judy Hirst, Derrick had visited Cambridge to learn about protein film 

voltammetry [146], and brought the technique back to the lab where we developed our own apparatus 

and used it to characterized the thermodynamic properties of the mutant ISPs through redox titration 

as a function of pH over a wide range, and by characterizing the changes in kinetic behavior [159, 160, 

162]. For the S154 and Y156 mutants, we performed extensive kinetic studies to show that the 

measured kinetic behavior could be accounted for by the Marcus-Brønsted equation simply by 

substituting the changed thermodynamic parameters [159]. 

We also constructed several mutants at G133 to P,Y,S, for which we did not characterize 

thermodynamic properties as extensively, but (with Satish Nair), did solve structures. The structures 

show that the backbone ψ, ϕ-angles in the native protein lie in the area of Ramachandra plots normally 

accessible only for glycine. As a consequence, all mutations at this residue flipped them to a more 

conventional range. This removed a weak H-bond with an S-atoms of the cluster through the backbone 

>NH, which could no longer be made in the mutants (Lhee, S. and Nair, S. unpublished). In the 

structures of the complete complex, the volume around the L132 - G133 span is open, so mutation to 

larger residues is tolerated. We had previously shown that the G133D mutation leaves an active bc1 

complex, but with the rate 20-fold slower than in wildtype [104], which was in line with the behavior 

in a spontaneous mutation in the yeast bc1 complex with this residue change [163]. 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



 

20 
 

 

This body of work established rigorously that the oxidation of QH2 by ISPox is dependent on the 

thermodynamic properties of His-152 as expected from a proton-coupled electron transfer occurring in a 

proton-first-then-electron sequence. The rate constant using the Marcus-Brønsted equation was smaller 

than that calculated from the Moser-Dutton equation by the ΔpK of 5 in the right-most term, and the 

thermodynamic properties then accounted for the slow rate of the reaction compared to that expected 

from simple electron transfer through the distance shown by structures. The endergonic nature keeps the 

occupancy of the SQ product low (to minimize SO production) but requires a rapid rate constant for 

removal to ensure the observed forward rate. This in turn necessitates a movement of the SQ closer to 

heme bL. This second electron transfer is also proton coupled, as detailed in the next section, but through 

separate steps. The mechanism proposed for the first electron transfer accounts economically for the 

observed behavior over a wide range of changes in the critical properties, explored using many mutant 

strains. Since this is the rate determining step, our mechanism also explains much of the subsequent 

behavior of the complex.  

 

7. Pathway for reduction of heme bH on transfer of the second electron and exit of the 

proton. 

 

We had suggested in 1999 [129] that a movement of the SQ in the Qo-site site from a domain 

distal, to one more proximal to heme bL might be essential. This was based on occupancy of the latter 

domain by myxothiazol, the displacement of the side-chain of the highly conserved glutamate in the -

PEWY- span of cyt b observed in the structures, a water chain populated in MD simulation [130] of the 

ISP movement. This displacement brought the glutamate sidechain into contact with a water chain 

connecting to the P-phase and providing an obvious path for proton exit. From a detailed analysis of 

mutant strains in terms of differential effects in inhibitor resistance, differential effects on partial 

processes, and on their location in structures [127, 128], it was also obvious that residues in the proximal 

domain were important to function. Hunte and colleagues independently suggested a similar role in H
+
 

exit of the equivalent glutamate (Glu-272 in their yeast bc1 complex structure), but based on 

crystallographic waters; these showed a water chain similar to the one we had anticipated from our MD 

simulations [130].  

 

A. Tyr-147 provides the H-bond to QH2 in formation of the ES-complex.   

The pathway suggested in [129] was based on an ES-complex modelled on the complex between ISP 

and stigmatellin, in which the -PEWY- glutamate served as a second ligand to the inhibitor. The 

stigmatellin resistance seen in E295 mutants supported the crystallographic model. We also noted that 

these same mutant strains showed a weak increase in Km for QH2, that might indicate a weak liganding of 

QH2 by the glutamate. On the other hand, many structures with other quinone analogues bound later 

became available, which show several different configurations for the site, and other possible 

coordinating residues.  Our recent MD simulations in Rhodobacter complexes [164, 165] have suggested 

that Tyr-147 (in Rhodobacter numbering) forms the immediate H-bond to QH2. A similar configuration 

had been seen previously by Esser et al. in the bovine complex with UHDBT [166], and compared there 

with structures containing complexes to stigmatellin, myxothiazol and several other similar compounds. 

Since the role of Glu-295 in proton transfer had been clearly established (see B below), Barragan et al. 

[167], included this as a secondary ligand to the Y147 -OH group in the model used for QM calculations. 

They suggest that E295 could serve as the acceptor of the H
+
 released by relay through Y147. The 

glutamate could then function to facilitate H
+
 exit as suggested in the original scheme, by rotation of the 

side chain -COOH down to the water chain leading to the P-phase.  
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B. Further characterization of the role of the -PEWY- glutamate. The first electron 

transfer from QH2 is a neutral process involving transfer of an electron and a proton to ISPox, and 

generation of QH
•
, as discussed above. In the endergonic process involved, the back-reaction would be 

much more rapid than the forward, and to achieve efficient forward chemistry, the removal of SQ would 

have to out-compete the back reaction. The SQ is initially generated in the neutral form, so oxidation 

would involve transfer of both an electron and a H
+
, with the latter likely exiting via the -PEWY- 

glutamate. Earlier work [129] had shown that all strains mutated at E295 showed inhibition of heme bH 

reduction (E295D at 11%, E295G at 4.9%, E295Q at <4%). We also showed that E295D and G led to 

stigmatellin resistance, and noted a small increase in Km for QH2, consistent with the ES-complex 

modelled on the stigmatellin structure showing involvement of E295 in binding the inhibitor. This earlier 

work had been criticized by Osyczka et al. [168] on the basis of work on additional mutations at this site. 

All mutant strains showed substantial inhibition of heme bH reduction in the presence of antimycin. 

Unexpectedly, E295V showed a relatively weak inhibition (83%), but the others were in line with our 

earlier results, ranging from 88% for E295H down to 98% for E295Q, measured at pH 7. Importantly, 

they showed that none of these mutations affected binding of stigmatellin, or formation of the gx 1.800 

complex, or had any obvious effect on the Em values of redox centers, or in the reduced - oxidized ATR-

FTIR difference spectra. In view of the high degree of conservation of the -PEWY- span, and the 

substantial inhibition of the reduction rate for heme bH, their main conclusion was that Glu-295 had no 

specific catalytic function, and they specifically excluded the role in proton exit we had previously 

proposed. 

To address this critique, in more recent work [139], we constructed additional E295 mutants and 

showed that in all mutated (strains E295D, G, Q, K, L and W) the strongly inhibited turnover was 

consistent with the essential role in H
+
 exit we had earlier proposed. As observed previously [129], 

E295D retained a considerable rate (~11%), consistent with its carboxylate nature, but the still substantial 

inhibition suggested that the greater “reach” of the glutamate side chain was essential to maximal 

function, but all other strains showed inhibition >90%. We extended the conclusion that the binding 

reactions between ISP and occupant were not affected by mutation to include the equilibria associated 

with formation of the ES-complex. However, the lack of effect on the parameters associated with the first 

electron transfer, left open the important role in proton exit we had proposed in the second electron 

transfer. It was obvious from our measurements of the pH dependence of electron transfer in wild-type 

and mutant strains that the effects on the rate limiting step associated with pK values of His-152 and QH2 

described in the Marcus-Brønsted equation were not observed in the mutant strains, from which we 

concluded that the rate-determining step was no longer in the first, but now in the second electron 

transfer. Furthermore, in determining the degree of inhibition, we now had to compare these rates to the 

uninhibited rate of the second step, with rate constant necessarily orders of magnitude higher than the 

first.  

 

C. With the rate limiting step in the second electron transfer, the pH dependence reveals a 

new pK at ~8.5, leading to increased rate.  

We characterized the kinetics of electron transfer through the Qo-site by measuring hemes (c2 + 

c1), heme bH, heme bL, and the reaction center (RC) to study the pH dependence over a wide range [139]. 

In wildtype, the rate of turnover increases over the range pH 6 to 8 with an apparent pK ~6.5 (pKox1 

convoluted with the binding energy for QH2 in formation of the ES-complex, see above), followed by a 

decrease reflecting pKox2. In contrast, the more strongly inhibited strains all showed a relatively flat pH 

dependence in the range pH 6 to 7. Because the rate was so slow, reflecting the high degree of inhibition, 

(<7 s
-1

 at pH 7 compared to ~700 s
1
 in wildtype), the increase in rate with pH over this range seen in 

wildtype was mostly lost in the noise, but as the pH was increased we then saw a more substantial 
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increase in rate (to as high as 70 to 80 s
-1

 in E295G, K, Q)
 
over the range pH 7.5 to 9, with a pK ~8.5 ± 

0.3; the wildtype showed the decrease in rate over this range associated with pKox2.  

 

D. Binding of QH2 is independent of pH over a wide range in wildtype and mutant strains.  

Even in the severely crippled mutants, the increase in rate on reduction of the pool (to vary [QH2]) 

was sufficient to determine values over a wide range of pH for the binding of QH2 in formation of the ES-

complex. This effect can be expressed in terms of the shift in Em dependence of rate compared to the Eh of 

the Q-pool (see 5 A above and [74, 84]), and used to calculate Km values.  In wildtype, the shift is 30 to 40 

mV, showing a 10 to 15-fold tighter binding of QH2. Within noise levels, the same shift was seen in the 

mutant strains, independent of pH over the range 6 to 8. However, when expressed in terms of Km, the 

scatter was substantial, and led us to conclude that the small effect of mutation of E295 on binding of QH2 

previously reported [129] was not significant. In addition, it was unlikely that the pK at 8.5 could reflect 

effects on the formation of the ES-complex. 

 

E. Candidates for the pK at~ 8.5 and possible roles in the dissociation of QH
•
 to release H

+
.   

Which dissociable group contributes the pK? This is a complicated question, because several 

groups might be involved, and pK values can be changed by coulombic effects and local dielectric 

behavior. One simple answer comes from consideration of the species providing the electron, the QH
•
 of 

the first electron transfer. The initial product of the 1
st
 electron transfer is the complex ISPH.QH

•
. The 

question is then how rapidly this complex dissociates, and by what path.  If dissociation of the 

intermediate state were rapid, and independent of dissociation of QH
•
, and the ISPH moved away (to 

reduce heme c1) releasing the free QH
•
, that could be a mobile species, and inhibition in the E295 mutants 

might reflect loss of the facilitation of dissociation and H
+
 exit later in the process. Another scenario is 

that dissociation of the ISPH.QH
• 
complex might depend on transfer of the proton from the bound QH

•
 to 

E295-COO
-
, and that only then could Q

•-
 become mobile, and able to serve as donor to heme bL. In this 

second scenario, absent E295-COO
-
, both QH

•
 and ISPH would be tied up so as to prevent movement. In 

either of these pictures, the forward flux would require eventual transfer of the H
+
 from QH

• 
to the 

glutamate. In the E295 mutant strains, since the H
+
 acceptor is lost, the SQ would be left in the neutral 

QH
•
 form. If the pK at 8.5 is from dissociation of this group, the increase in rate in this range could then 

be attributed to dissociation of that species. The still inhibited rate would then have reflected loss of 

catalysis of the H
+
 exit pathway. In any scenario in which QH

• 
 passes a H

+
 to an acceptor, the suitability 

of the two pK values has to be addressed. If QH
•
 had a pK in the ~8.5 range, the acceptor would be 

expected to be in the same range or higher. Although glutamic acid has a pKa ~4.3 in aqueous solution, 

when buried in a protein, the pK can be much higher (cf. E286 in cytochrome oxidase, with pK >9 [169, 

170]. If such is the case here, the pK would have to change dramatically in the dissociation leading to 

release to the aqueous phase.
 
This

 
seems unlikely, - in the cytochrome oxidase case, the high pK reflects 

electrochemical equilibrium with the aqueous in which a proton well effect leads to a large contribution of 

the membrane potential component, and any such effect at the Qo-site would likely be smaller and have 

the wrong sign. There are other potentially dissociable groups in the reaction volume, in particular Tyr-

147, and His-276, either of which might have a pK in that range. However, since the histidine is replaced 

by aspartate in bovine or avian complexes, it seems unlikely that the pK at 8.5 would apply there. This 

leaves the tyrosine as the most plausible contender. We will discuss this pK later in the context of H
+
 exit 

pathways.  

One conclusion previously noted above was that in the E295 mutants, the rate limiting reaction 

had been shifted from the first electron transfer to the second electron transfer. We had previously shown 

in wild type that the rate constant for removal of the SQ intermediate must by very substantially higher 
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than the ~10
3
 s

-1
 rate limiting the first electron transfer. The substantial inhibition of the overall rate in 

E295 mutants means that, when compared to the rate constant for oxidation of SQ, the 90% inhibition 

represents a massive change in this rate constant.   

 

F. Occupancy of the intermediate semiquinone state allows calculation of a rate constant for 

its removal. 

 We determined an occupancy of SQ (0.03) at the Qo-site in wild-type under conditions in which 

its removal was blocked by inhibition of the Qi-site by antimycin, confirming the findings of Cape et al. 

[143]. We extended measurements to the most strongly inhibited mutant, E295W, which showed a higher 

occupancy (0.06) [139]. The results allowed us to estimate the rate constant for oxidation of SQ by heme 

bL in E295W, based on kcat = v / ([SQ]). In the scenario above, in the E295W strain, the loss of the 

dissociable carboxylate on mutation of the glutamate and the bulk of tryptophan, would prevent both any 

role in proton exit, and, if the bulk impeded rotational displacement, movement into the proximal domain. 

From the pattern of behavior, the rate limiting step was no longer in the first electron transfer to generate 

the SQ, but now in the pathway for oxidation of SQ. Using the occupancy of 0.06 for SQ in E295W, and 

the maximal inhibited rate of ~60 e
-
/s/bc1 (from the rate at pH 9), we determined a maximal kcat <10

3
 s

-1
. 

In contrast, given the endergonic nature of the reaction, the uninhibited rate constant would need to be 

>10
6
 s

-1
, more than 1000-fold greater than the maximal turnover rate of ~10

3
 s

-1
, to outcompete the 

backreaction. A similar value can be calculated using the 11.5 Å for an edge-to-edge distance from an 

occupant of the distal domain to heme bL and reasonable values parameters in the Moser-Dutton equation, 

to give a value for kcat(distal) of ~10
6
 s−

1
. On the other hand, the 6.5 Å distance from the proximal position 

gives kcat(proximal) of ~10
9
 s−

1
, so that, at the occupancy observed in wildtype, oxidation of Q

•-
 by 

ferriheme bL would not be rate determining.  

 

8. Why is the Qo-site so complicated? The need to limit by-pass processes 

The success of the modified Q-cycle in explaining the normal forward pathway of electron and 

proton transfer in the absence of structural information begs the question of why the Qo-site revealed by 

the structures is so much more complicated than might have been expected. The answer lies in the by-pass 

reactions and the damage they do. Early work from Boveris and Chance [171, 172] showed that under 

conditions in which the bc1 complex becomes backed-up in the low potential chain (antimycin inhibition, 

or back-pressure from the proton gradient) the complex generated reactive oxygen species, attributed to 

reduction of O2 to O2
-
 by SQ. Much of the argument about mechanism above had been framed in terms of 

the need to limit SQ occupancy to minimize such reactions, reviewed in [173]. Under aerobic conditions 

similar effects are seen in the bacterial complex. Under anaerobic conditions and photosynthetic turnover, 

on antimycin inhibition the complex turns over at a similar rate, about 1% of the uninhibited complex 

through slippage in the Qo-site attributed to other by-pass reactions. In our collaboration with Dave 

Kramer‟s group, Florian Muller in 2002 discussed several mechanisms in which a SQ intermediate was 

important [174], all in the context of Q-cycle mechanism in which, under backed up conditions, SQ could 

accumulate but under conditions restricting occupancy.  

The need to limit bypass reactions introduces complicating features arising from the need for 

gating [139, 175, 176]. In particular, as noted in [177], the movement from distal to proximal domains 

would not by itself eliminate bypass processes (see next section). Recently we have been able to explore 

these conditions using a microfluidics based rapid-mix followed by rapid freeze-quench experiments. We 

have been able to observe a free radical signal in the g=2.00 region of the EPR spectrum, which might 

suggest SQ accumulation at the Qo-site in the first few ms after adding oxidized cyt c to an anaerobic 

mixture of QH2 and bc1 complex in the presence of antimycin [165, 178]. With heme bH initially oxidized, 
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we could detect no SQ until after the first turnover of the site needed to reduce heme bH (~ 1 ms); as heme 

bL became reduced, the SQ began to accumulate but only if acceptor (cyt c
+
) was present in excess to pull 

the second electron transfer over. However, with hem bH initially reduced, SQ accumulated over the first 

ms, with a hysteresis associated with reduction of heme bL. In the E295 mutants, this rapid appearance of 

SQ was independent of the redox state of heme bH. The results support a model in which deprotonation of 

QH
•
 to form Q

•-
 is the rapid event, likely lost in the E295 mutants, and must precede migration of Q

•-
 from 

distal to proximal domains of the Qo-site to facilitate rapid electron transfer. Consideration of the 

changing occupancies of charged species (E295-COO
-
/
_
COOH, QH

•
/Q

•-
 , heme bL

+
/bL(H)) opens the 

discussion of the coulombic consequences introduced on coordination SQ oxidation with proton exit with 

the redox changes of heme bL, and the possibility that this could allow coulombic gating important to 

frustration of by-pass reactions [82, 83, 139, 165, 175, 176, 178-180]. We will return to this discussion 

later (16, F). 

 

A. Mechanisms for coping with by-pass reactions in the Qo-site  

In an important paper in 2005, Osyczka et al. [177] argued that, in a model configured so that 

distances for the Qo-site reactions were those shown in the structures, massive by-pass rates would be 

expected from the modified Q-cycle, and suggested that the Q-cycle needed fixing to deal with this. Their 

model was somewhat limited by a treatment in which all Qo-site reactions were restricted to the distal 

domain, and redox reactions were treated as electron transfers with rate constants determined by the 

Moser-Dutton equation. They have an extended and sophisticated discussion of possible mechanisms that 

included our model requiring SQ movement suggested in two earlier papers suggesting [127, 129], but 

they dismissed it (correctly in the context of their model) by pointing out that the rate constants for 

reverse reactions would be even higher for SQ on the proximal domain. However, they had ignored all 

publications from the Crofts lab over the intervening five years establishing the characteristics of the rate 

limiting first electron transfer. Consequently, although speculation on the role of waters in equilibration 

with H
+
 was included, no account was taken of the important features of the first electron transfer 

summarized in the Marcus-Brønsted equation where, in the coupling of electron transfers to protons, the 

proton has a controlling role. The important question of occupancy in determining rate was not seriously 

considered. In the earliest of the post-structural papers, we had pointed that SQ was likely formed at such 

a low occupancy that even with quite high rate-constants calculated, it would have to move to expedite 

rapid forward reaction [84, 131, 151]. In their model for the second electron transfer, all rate constants for 

forward and reverse reactions involving heme bL were determined by the same 11.5 Å distance. As a 

consequence, without gating, the bypass reactions that came from back reactions from the reduced heme 

bL to Q or SQ would occur with rates determined by similar Moser-Dutton parameters as for the forward 

reaction. The massive de-coupling they predicted was based on this simplistic model; since no such effect 

was observed experimentally, their discussion of possible mechanisms for their prevention, - the fixing of 

the Q-cycle of their title, - was impoverished by its exclusion of alternative scenarios involving movement 

of the SQ. 

They suggested two types of mechanism: either that the two steps of the bifurcated reaction must 

be concerted so as to eliminate SQ generation, or that they must be so strongly controlled that the first 

step could occur only under conditions in which SQ was rapidly removed. The first of these alternatives 

was physico-chemically unrealistic. Their concerted case was in effect a model considered by Crofts and 

Wang [81] in which the intermediate state generating SQ would have to be that of the activation barrier. 

In light of the 65 kJ/mol activation barrier shown by Hong et al. [131], the occupancy would be so low 

that no realistic value for a rate constant for electron transfer to heme bL from the distal domain could 
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provide the observed rate. In the case invoking strong control, the mechanisms suggested were largely 

speculative, involving gating of H
+
 transfer by configurational changes of H2O molecules, following an 

idea from Wikström et al. [181] who had suggested this type of mechanism in cytochrome oxidase where 

it was justified in the context of detailed structures and innovative physical chemistry. Among the 

important features they missed were that a mechanism with a mobile SQ opened many possibilities for 

control that were unavailable for any process constrained to reaction from the distal domain, and that 

Dutton‟s ruler, although useful for simple electron transfers, was inadequate in calculation of rate 

constants involving proton-coupled electron transfers of the type involved in the first step of oxidation of 

QH2. Other critical points ignored were the argument constraining occupancy of all intermediate states 

before heme bH to ≤0.02, and the need for a rate >>100-fold greater than the limiting first electron transfer 

so as to out-compete the more rapid back reaction from the strongly endergonic nature, together 

indicating a need for mobility.  

With hindsight, their failure to recognize or address these difficulties left their argument 

somewhat empty. The main theme of the paper could be restated as showing on important point, - that the 

simple model resulting from treatment of all electron transfer reactions through the Moser-Dutton 

equation with fixed distances given by crystallographic structures must lead to the massive by-passes, and 

that these can be avoided only if additional complexities are considered.  

Our early discussion had not adequately dealt with need for specific gating pointed out in [177], 

and out subsequent efforts were addressed at correcting this deficit in the light of the mobility of the SQ. 

This could be most economically achieved if the SQ was, in the backed up case, constrained to the distal 

position [176]. We discussed mechanisms in terms of coulombic interactions between Q
•-
, the proton 

released, and the carboxylate form of E295, changes in the local electrostatic field on reduction of heme 

bL, and protonation of the propionates, and pointed out possibilities for gating. In the later extension of 

the E295 work, we suggested a kinetic model of the Qo-site reaction in the presence of antimycin, and 

showed that we could account for the behavior both in wildtype and in the glutamate mutants discussed 

above, in terms of the parameters for the first electron transfer provided by the Marcus-Brønsted equation, 

and a model for the second electron transfer including movement of the SQ [139], with all rate constants 

justified experimentally or derived by calculation and explored through the model to reveal plausible 

values, but with a bias between kf and kb for SQ movement introduced by coulombic fields. Although 

recent developments show that the model needs to be refined (see 16 F below), our general conclusions 

still stand. “…The results are consistent with a plausible mechanism for this second step of the bifurcated 

reaction, and suggest a molecular ballet, with E295 as the prima ballerina, whose choreography is directed 

by coulombic interactions that implement control functions. In the mechanism we propose, and in contrast 

to previous proposals…the participation of E295 lowers energy barriers for the forward reaction as in the 

conventional view of catalysis, but raises them towards the bypass reactions by exploiting separate 

pathways for electron and proton, the spatial separation between the distal domain (at which SQ is 

generated) and the proximal domain (close enough to the acceptor (heme bL) for rapid oxidation), the 

mobility of the SQ, and the potential for gating in the flexibility of conformation in the Qo-site, and a 

dance, frozen in the (crystallographic) structures, whose step-by-step choreography remains to be 

explored…”. 

B. Simplified models derived from the structures by application of the Gillespie algorithm 

Essentially the same problem with a static Qo-site mechanism arose in an interesting exercise in 

speculative modelling by Ransac et al. [182, 183]. They asked what the outcome would be if they simply 

took the structures, calculated rate constants from distances, and asked the Gillespie algorithm [184] to 

sort out the probable pathways. With values chosen to ensure that binding and unbinding of substrates and 
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products did not limit, and some minor fudging to accommodate the movement of ISP, the mechanism 

that emerged was a simple modified Q-cycle, essentially that previously chosen by Osyczka et al. [177] in 

discussing how to fix the Q-cycle. The common features were use of structures to determine distances for 

electron transfer, restriction of reactants to the distal volume of the Qo-site shown by stigmatellin, 

calculation of rate constants determined by crystallographic distances and use of the Moser-Dutton 

equation. These entailed all the inadequacies pointed out above; such models ignore the proton coupling 

equilibria, our Marcus-Brønsted treatment [82], and complexities from movement.  The problem was 

revealed when they extended their kinetic model to consider antimycin inhibition; they rediscovered the 

Osyczka problem, - a massive decoupling so that antimycin failed to inhibit [183]. To overcome that 

deficit, they increased the complexity of their kinetic model to include both monomers, a substantial flux 

across the dimer interface, and feedback from the two-electron gate of the Qi-site [183]. However, from 

our own work ([175] and see below), we had concluded that no flux comparable to that of normal forward 

chemistry could be detected across the dimer interface. From that perspective, their more complex model 

was not satisfactory. 

The Ransac et al. model [182] was used later by Springett and colleagues [185] in a neat 

spectroscopic approach to measurement of membrane potential in intact cells. The basis of the 

measurement was the exploitation of the positions of hemes of bL and bH in the axis perpendicular to the 

membrane, and the fact that electron transfer occurs across the membrane through the hemes to generate 

the membrane potential, Δψ. The potential was then “felt” by the electron so that the measured redox 

difference between the two hemes changed with Δψ, as given by          (  
     

  )      , 

where β is the fraction of the dielectric distance of the insulating phase between the two hemes. By 

quantifying the redox potentials of the two b-hemes, they could calculate    , and use the structures to 

determine β.  The results reported looked sensible, and therefore seemed to indicate that the simple 

treatment was realistic. As in the Ransac et al. treatment, rate constants were based on distances and 

application of the Moser-Dutton equation, and no attention was paid to the complications introduced by 

proton coupling. From this, the Springett model should have shown the bypass reactions anticipated in 

[177, 182, 183]. This then raises an obvious question. Since the Δψ provides a back-pressure on forward 

electron transfer, under conditions in which the value approaches the maximal ~180 mV, why does this 

not lead to massive decoupling as electrons back-up in the b-heme chain, as seen by Ransac et al. in the 

presence of antimycin?  The parameters of the model were discussed in somewhat general terms in [185], 

mainly by reference to the Ransac model [182], but was based on a monomeric mechanism. 

Consequently, the dimeric interactions used to explain away the antimycin decoupling would not have 

been available.  

The resolution to this paradox is given in a more recent paper from the Springett group [186]: 

“…However, contrary to the enzyme, the model showed substantial short circuiting under in vivo 

conditions. To prevent the short circuiting, we artificially constrained the model to precisely bifurcate by 

omitting the short circuit elementary reactions…”. Removing essential rate constants clearly is not in the 

spirit of the Gillespie algorithm. The general idea of using the measured         to estimate Δψ is neat, 

but before it can be more generally applied, it needs a mechanistic context that avoids the shortfalls of the 

Osyczka/Ransac model. 
 

9. Electron transfer across the dimer interface 

The Q-cycle mechanism in its simplest form is functionally monomeric, but the structures show a 

homodimer, with one monomer rotated 180
o
 about the vertical axis with respect to the other so that the 

dimer interface involves the same face but complementary surfaces. In fact, the interface involves 

relatively little area. In terms of mechanistic interest, the interface between the volumes containing the 
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two bL hemes is the most interesting, discussed at length below, and, below that, the “clamps” 

constraining the ISP anchors. The structure above the interface between the bL hemes in all 

crystallographic structures is an „empty‟ volume, open to the lipid phase on two sides, likely occupied by 

disordered lipid side chains, but defined by trans-membrane helices on the closed sides, forming a cone 

with the wide end at the top. There, a pair of horizontal helix-turn-helix motifs, one from each cyt b, 

provide an upper scaffolding, in which interaction between the turn and the ends of membrane helices of 

the other monomer form two other interface between the cyt b subunits. The volume is open at the sides 

to the insulating phase, and at the top to the aqueous N-phase. 

One function requiring a dimeric structure is the electron transfer by domain movement of the 

ISP. The membrane anchor for ISP is bound in one monomer while the interactions of the cluster binding 

domain with its partners were all in the other. In both subunits, as noted above, the structure linking head 

to membrane anchor is clamped at the dimer interface so that the movement does not get unhinged.  

Are there other functional requirements for the dimer? Application of the Moser-Dutton equation 

suggested that electron transfer across the dimer interface at the level of heme bL should be rapid. With 

closest distance of 10.54 Å, rate constants in the range from 4.08 10
5
 s

-1
 up to 6.51 10

6
 s

-1
 could be 

justified [175]. (The range of values depends on choice of parameters (see eq. 1 and discussion); in 

particular, choice of a value of 3.1 for γ gives rate constants substantially higher than choice of 4.23, the 

classical value.). These compare with a distance of 7.02 Å between heme bL and heme bH, and rate 

constants for transfer about 100-fold higher, so that path should normally out compete the intermonomer 

flux [187]. However, in antimycin inhibited conditions, with myxothiazol present to block half the Qo-

sites, reduction of heme bH should still occur rapidly in most dimers (see Fig. 4). All such inter-heme rate 

constants are much more rapid than the rate-limiting first electron transfer of ~10
3
 s

-1
, and several groups 

had claimed to demonstrate inter dimer electron transfer expected from this. However, we had earlier 

explored this question experimentally in some detail, and concluded from several arguments that no 

significant flux of electron transfer across the dimer interface could be detected [175]. The path of closest 

approach includes a pair of tyrosine residues (Y199 in Rb. sphaeroides, or phenylalanines in most 

mitochondrial complexes), one from each monomer configured in opposite directions on either side of the 

vertical axis of symmetry that passes between them (Fig. 4, C), defining the interface. We constructed 

mutant strains Y199T, L, S and W, each of which would substantially change the physical chemistry of 

the interface and any putative pathway for electrons. All showed rapid turnover of the bc1 complex, 

comparable to wildtype. We also constructed a strain to mimic the chain in the chloroplast cyt b6f 

complex, in which a threonine was inserted between His-198 (the heme bL ligand) and Tyr-199, which 

was also functional, but with a somewhat reduced rate. To test for electron transfer across the interface 

(see Fig. 4A), we analyzed the shape of the curve for all these strains when rates were titrated by 

incremental additions of myxothiazol. Kinetics were measured with saturating antimycin to block the 

dimer at both Qi-sites. Reduction of heme bH can then occur either through the monomeric mechanism, or, 

to the extent that electron transfer can occur across the dimer interface, by that route. Titration using 

myxothiazol to progressively inhibit the Qo-sites will result in a linear curve for monomeric mechanisms, 

and a convex curve if transfer between heme bL can occur. For example, when half the Qo-sites are 

inhibited, in the inter dimer model, heme bH in the myxothiazol-inhibited monomer could still receive 

electrons from the uninhibited Qo-site. With excess substrate, the amplitude of bH reduction would show 

both hemes going reduced because the uninhibited site could turnover more than once. This simple 

picture is complicated by the statistics of binding. Assuming equal affinity for myxothiazol at both sites, 

when half the sites are inhibited, 25% of dimers will have neither Qo-site blocked, 50% one or the other 

blocked, and 25% will have both blocked. If the mechanism is monomeric, any monomer blocked would 

be unable to reduce the b-hemes, so the fraction of heme bH reduced would be proportional to the fraction 
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of Qo-sites blocked, generating the linear titration. The behavior in the intermonomer transfer case could 

be modeled to show what degree of convexity of the titration curve to expect (cf. [188]), always 

substantial. Our titrations with wildtype and all the mutant strains, showed strictly linear behavior [175]. 

We concluded that no rapid flux across the dimer interface could be seen, even when in a second 

turnover, the unblocked Qo-site would generated maximal redox pressure (in equilibrium with a strongly 

reduced heme bL) for transfer across the interface to reduce any b hemes still oxidized in the myxothiazol-

blocked monomer [175, 188]. We discussed earlier suggestions from Covian et al. [189, 190] that electron 

transfer across the dimer interface could occur rapidly, and pointed out that the modified Q-cycle 

accounted naturally in a monomeric context for several of the effects interpreted as showing this. We also 

pointed out that the convex titration curves they found could be explained by “pool” effects previously 

seen by Kröger, and Klingenberg [191, 192].  

We went on to consider consequences of the dimeric structure that did not involve electron 

transfer across the interface [175]. Effects could be expected from coulombic interactions. It had earlier 

been recognized that within a monomer such effects are to be expected, most obviously between hemes 

bH and bL, where redox titration will show heme bH titration unaffected by reduction of heme bL, but heme 

bL titration always reflecting the charge on the reduce heme bH. This was demonstrated by Yun et al. [92] 

in strains mutated to eliminate binding of heme bH, leading to a  higher observed Em for heme bL. Other 

effects can be explored kinetically (cf. [193]). We pointed out that similar coulombic affects would be 

expected across the dimer interface. We demonstrated that, on careful analysis of redox titrations, the 

curves could be better interpreted as showing two components titrating with slopes n=1, with Em values 

separated by coulombic interaction.  

Another important feature of the interface between the two cyt b monomers is the clamping of the 

membrane anchors of the two ISP subunits over the short span as each transitions to the linker connecting 

it to the mobile head. Although the clamps for the two are separated, there are possibilities for interaction 

between them through chemo-mechanical forces. It is still an open question as to whether these 

possibilities for coulombic and mechanical interactions are exploited in coordinating the activities of the 

two monomers. 

Although we could explain previous data from Covian et al. data [189, 190] suggesting 

intermonomer redox traffic, and had demonstrated that none could be discerned in the kinetics, somewhat 

surprisingly, a number of other groups have since claimed that rapid intermonomer electron transfer can 

be demonstrated. The most experiments from which this is most strongly advocated [194-196] have 

shown turnover in heterodimeric constructs of the bc1 complex in which differential mutation in the two 

monomers enforced function through electron transfer across the interface at the level of heme bL.  

In the Świerczek et al. paper [194] from the Osyczka group, the authors claim to have 

demonstrated that: “…Electrons moved freely within and between monomers, crossing an electron-

transfer bridge between two hemes in the core of the dimer. This revealed an H-shaped electron-transfer 

system that distributes electrons between four quinone oxidation-reduction terminals at the corners of the 

dimer within the millisecond time scale of enzymatic turnover…”. Since these results would not be 

possible without rapid electron transfer across the dimer interface, they were clearly in conflict with our 

earlier work [175], which had been cited but dismissed in a disparaging phrase. In their protocol, 

heterodimeric complexes were synthesized in Rb. capsulatus by replacing the fbc b gene by a gene coding 

for two cyt b sequences, joined by a linker span. Different strains were generated in which mutations 

H212N and G158W were constructed in the two copies in different combinations (Fig. 4B). The H212N 

mutation eliminates a ligand to heme bH to block electron transfer beyond heme bL (see [92] for 

rationale), and the G158W mutation replaces a glycine in the Qo-site in the volume where the ring of 
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Q/QH2 is found, by a bulky tryptophan to block the binding of QH2, either mutation inhibiting flux in the 

homodimeric complex.  By judicious placement in the two copies, the heterodimeric complex could be 

blocked so as enforce transfer across the interface. The authors represented different configurations in a 

useful shorthand, for example, in WB-B
N
, by showing one monomer, WB, mutated to block the Qo-site by 

G158W, and the other, B
N
, with H212N to prevent binding of heme bH, and thus block transfer of 

electrons to the Qi-site (see Fig. 4B for location of mutations). In WB-B
N
, neither monomer could function 

monomerically, but flux through the Q-cycle could occur by turnover of the Qo-site in monomer B
N
 and 

transfer across the interface to reduce heme bH in monomer WB. The subscripted W and superscripted N 

roughly indicate the positions with respect to cyt b (B) in the membrane, with the N-phase at the top as 

seen in Fig. 4B. 

In order to explore the system, we developed similar protocols to generate such heterodimers in 

Rb. sphaeroides [188] , and were surprised to be able to reproduce the Świerczek et al. behavior. 

However, in our hands, the appearance of rapid electron transfer in such systems turned out to be the 

outcome of an endogenous corrective process. We demonstrate a local genetic mechanism, leading, in 

strains enforcing interdimer flux, to reconstruction of the homodimeric wildtype sequence at the DNA 

level by crossover recombination between the two copies of the gene encoding cyt b, to eliminate the 

mutations and generate the wildtype sequence, now expressed in homodimeric complexes [188]. 

Interestingly, in strains with the constructed DNA encoding complexes with one monomer fully 

functional, although most of the DNA analyzed was that encoding wildtype homodimers, a fraction of the 

DNA encoding the heterodimer could still be detected in substantial amounts. We suggested that 

heterodimers with one functional monomer were active enough to compete. When we explored different 

stages of the mutagenesis protocol, we found with constructs encoding WB-B
N
 strain, that cross-over 

could be seen already in E. coli in the preliminary phase of the engineering protocol, as detected by 

similar levels of short „monomeric‟ DNA and double length „heterodimeric‟ DNA. On growth under 

aerobic conditions in the dark, both DNA classes were expressed at similar levels in Rb. sphaeroides, but 

it was clear that under photosynthetic growth requiring an active bc1 complex, the DNA encoding the 

heterodimeric strains could no longer be detected, and the population that survived was homodimeric and 

wildtype.  

Surprisingly, no difficulties of this sort had been discussed by Świerczek et al. [194]. However, 

after we had shown our results at a Gordon Conference, several additional papers were quickly published 

in which it became obvious that they were well aware of the problem and had taken substantial efforts to 

ameliorate it. All their genetic manipulations and samples for experiment had involved growth under 

dark, aerobic conditions in which the selective pressure of photosynthetic growth was avoided. The 

suppression of this information in the original publication was certainly not in the interests of science.  

One substantial new experimental result was shown in a later publication [197], where the authors 

succeeded in isolating bc1 complex from heterodimeric strains B-B, WB-B, 
N
B-B, W

N
B-B, and WB-B

N
 

strains, and assayed their decyl benzohydroquinone (DBH2):cyt c reductase activity as a function of 

increasing concentration of cyt c. I have included the kinetic traces from their paper so that the reader can 

understand the point I want to make (Fig. 5).  On examination of the titration curves, it will be seen that, 

with one exception, all showed the same dependence on [cyt c] and, to a good approximation, gave 

maximal rates (Vmax) proportional to the concentration of active monomers. With respect to the order 

above, values report were 408, 267, 223, and 173 s
-1

.  The exception to this pattern was strain WB-B
N
, for 

which they reported a Vmax of 69.8 s
-1

.  However, the titration curve shows that, within the scatter, the 

same rate was detected at the lowest concentration of cyt c (~1-2 μM) as at the highest (80 μM), so this is 

clearly not a Vmax, but some non-enzymic process independent of [substrate].  
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The obvious take-home message from this paper was that these results were entirely consistent 

with those from our earlier kinetic analysis [175] and cross-over data [188]; each monomer acts more or 

less independently and at maximal rate, and no electron transfer across the dimer interface occurs 

“…within the millisecond time scale of enzymatic turnover…”. However, the authors instead claimed that 

their Vmax value of 69.8 s
-1

 for WB-B
N
 proved that electron transfer across the dimer interface occurred at a 

substantial rate. 

In Lanciano et al. [195], similar mutations (also in Rb. capsulatus), H212N and Y147A, were 

constructed, but using two separate versions of the gene, modified so as to allow selective expression 

using differential antibiotic resistance, and/or separate isolation of different mixtures by differential 

epitope-tagging. This more sophisticated approach likely reflected a response to difficulties encountered 

in earlier work in the Daldal lab similar to those discussed above. The H212N removes the same heme bH 

ligand as in [194], but the Y147A mutation used to block the Qo-site, was selected on the basis of earlier 

mutagenesis at this site showing nearly complete inhibition of Qo-site turnover in this strain [198]. This 

mutation is closer to the heme bL, and blocks electron transfer through a different mechanism than the 

steric effect of G158W mutation in the distal lobe. As noted briefly above, Y131 (the equivalent residue 

in the bovine sequence) is seen as a ligand to UHDBT in crystallographic structures (PDB file 1SQV) 

[166]. A similar liganding function was seen in our MD simulation in the Rhodobacter structures, which 

showed that the hydroxyl group of Y147 was a ligand to QH2 on formation of the ES-complex [164, 165, 

178]. As discussed below (10, A), this liganding function, which might have been inferred from earlier 

work from the Daldal lab on mutagenesis at Y147 [198], would be lost in Y147A. These experiments will 

be discussed in greater detail below. 

The selection of strains giving heterodimeric complexes with enforced intermonomer electron 

transfer was enabled by including in the encoding a carboxyl-terminal epitope-tagged with S (Streptactin) 

or F (FLAG) tags, and kanamycin and tetracycline resistance genes in the plasmids. This approach could 

minimized the sort of cross-over seen in our experiments, and in the Methods section [195], the authors 

detail procedures to isolate differently tagged complexes, and to characterize their cytochrome content by 

UV-VIS and by EPR spectroscopy, and also to show that neither mutation affected formation of the gx 

1.80 complex (Q.ISPH). Apart from the test of photosynthetic growth, two different sorts of experiment 

to look for inter-dimer traffic were performed; the first by measurement in vitro of Michaelis-Menten 

kinetics with solubilized complexes, the second using spectrophotometric measurement in situ of kinetics 

on flash excitation in chromatophores. Their discussion is not helped by the nomenclature for these 

strains, which is bewildering, so I have adapted the Świerczek notation to simplify the operational 

features, so that, for example, AB-B
N
 represents a strain enforcing intermonomer electron transfer. 

In order to generate heterodimeric complexes, two different genes encoding monomeric cyt b 

subunits must be expressed in a single cell. The different versions used were pED2(S) (or pHY103(S)) 

carrying Y147A, represented by AB, and pED3(F) (or pHY101(F)) carried H212N, represented as B
N
, 

with the S and F denoting the different epitope tags. Antibiotic resistance associated with each mutation 

were pED2, Kan
R
; pED3, Tet

R
; pHY103, Kan

R
; pHY101, Tet

R
. For any choice of two copies, cyt b can be 

incorporated into a dimeric bc1 complex in several different combinations, with equal probability: AB-B
N
, 

N
B-BA, 

 N
B-B

N
, and AB-BA (in the simplest case). The first two (heterodimeric complexes) would be 

appropriate for testing traffic across the interface, and adding their activities would give ~50% of the 

population in chromatophores. The last two (homodimeric complexes, ~25% each) would both be 

inactive in turnover, but both would show some activity on flash excitation in chromatophores: in AB-BA, 

only in the high potential chain; but in 
N
B-B

N
, in full Qo-site turnover including reduction of heme bL, as 

demonstrated in the seminal paper introducing mutation of the histidine ligands to prevent binding of the 
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heme [92]. The behavior for different combinations was tested either through growth under 

photosynthetic conditions (Ps
+
, requiring a functional bc1 complex), or by measuring DBH2:cyt c 

reductase activity.  

In general, cells expressing only homodimeric complexes showed no growth (Ps
-
) under 

photosynthetic conditions, but cells expressing heterodimeric complexes showed a weak photosynthetic 

growth. The activity of different preparations was measured through their DBH2:cyt c reductase activity. 

However, it is not clear if particular complexes were pre-isolated or whether a mixture from solubilized 

chromatophores was tested. The Table of data seems to suggest the latter. Samples expressing only 

homodimeric complexes showed weak activity (~10%) but no growth, and cells expressing heterodimeric 

complexes showed ~20% activity and “slow” growth.  

Assays of cytochrome and reaction center kinetics on flash excitation in situ in chromatophores 

showed more ambiguous results. The kinetics were measured in wildtype, in homodimeric strains pED2 

(AB-BA) and pED3 (
N
B-B

N
), and in strains expressing both mutations, (pED2 + pED3, 50% AB-B

N
 plus 

N
B-BA, and 25% each AB-BA and 

N
B-B

N
) (their Fig. 5).  The kinetics in the latter showed more or less the 

behavior expected from the mixture of behaviors discussed above, including a substantial (~0.33 of 

wildtype) heme bH reduction in the presence of antimycin, interpreted as showing intermonomer electron 

transfer. However, in a subsequent figure (their Fig. 6), they show better resolved kinetics, including for 

the pED2 + pED3 case (with the same mixture as above), in which the heme bH reduction was of similar 

amplitude, but much slower rate, with a similar behavior in the (pHY101 + pHY103) case (also with the 

mix above). On the other hand, in the (pED2 + pHY101) or (pHY103 + pED3) cases (same mix), the 

amplitude was much higher, both ~0.58 that of the wildtype, - and the traces show comparable halftimes. 

This latter behavior would certainly not have been expected from the DBH2:cyt c reductase activities 

(0.22 of wildtype for (pED2 + pED3); 0.19 for (pED2 + pHY101); 0.18 for (pHY103 + pED3); 0.15 for 

(pHY101 + pHY103)), or from the growth rates implicit in lawn densities in their Fig. 3. The authors 

invoke “…better electronic couplings in membranes harboring heterogeneous cyt bc1 subpopulations…”, 

but whatever was intended the mismatch of kinetics for the (pED2 + pED3) seen in their Figs. 5 and 6, 

the amplitude of 0.58, greater than the fraction of heterodimeric complexes, for the heterogeneous 

populations B and C in their Fig. 6, and the halftimes comparable to wildtype seen from the in situ 

kinetics compared weak DBH2:cyt c reductase activities, all raise worrying questions. 

Whenever two copies of a gene bearing different deleterious mutations are present in a cell, there 

is a possibility for cross-over recombination at the genetic level that will restore the wildtype sequence. 

However, the authors did not discuss such a possibility. They reported that reversion to wildtype was rare 

(0.01%), and that “…cultures that occasionally yielded larger numbers of Ps
+
 revertants (>0.01%) were 

discarded…”. However, the % referred to appears to have been based on counting of colonies (their Fig. 

3A), with rare dense colonies representing strains with wildtype sequence. It is not possible to estimate 

accurately the relative numbers in each colony, but it is obvious that if integrated over all colonies, the 

fraction of wildtype cells would have been far higher than the fraction of dense colonies. In liquid culture 

under photosynthetic growth, given the difference in growth rate shown by the difference in density of 

lawns for pMTS1 and pED2 + pED3 segments, the wildtypes would quickly swamp the original 

heterodimeric strains. The authors mention, but not explicitly as a required condition, growth under semi-

aerobic conditions in the dark; expression of the photosynthetic apparatus can be suppressed to an extent 

dependent on the how vigorous the aeration, but the “semi-aerobic” implies this was not a problem. 

Nevertheless, this reader found it difficult to assess how these factors might have been tuned, and whether 

the variability in kinetic assays in situ might reflect some variability in cross-over recombination. On the 

other hand, none of the homodimeric mutant strains could grow photosynthetically, and therefore 
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presumably had to be grown semi-aerobically in the dark. On flash excitation, pED2 (AB-BA) cultures 

generated kinetic changes in the high potential chain showing a normal bc1 complex / RC ratio and partial 

function (their Fig. 5), so perhaps all cultures were similarly grown, and therefore not subject to selection 

pressure. Somewhat surprisingly, pED3 (
N
B-B

N
) cultures showed no evidence of any significant turnover 

of the Qo-site; the c-hemes went oxidized following the flash, but remained oxidized with little effect on 

adding myxothiazol or stigmatellin. If the only mutation was the H212N change, the high potential chain 

and the Qo-site reaction including reduction of heme bL should have been observable (see for example 

Yun et al. [92] where on similar mutation to the other ligand to heme bH, H111N, a rapid heme bL 

reduction was seen on the first flash in the absence of antimycin). 

Space does not permit a detailed analysis of the Castellini et al. paper [196], but there is no 

indication in the paper that they were aware of, or appreciated, the cross-over problem, and their protocol 

would certainly have allowed it to occur.  

The take-home message from this section is that none of the reported results unambiguously 

support the claim to have demonstrated that electron transfer occurs across the dimer interface. The 

Czapla et al. [197] experiments exclude that that any substantial electron transfer occurs across the 

interface “…within the millisecond time scale of enzymatic turnover…”.  The data from Daldal‟s lab are 

the more credible, but are ambiguous.   

On the theme of simplified models, in an interesting exercise from Beratan‟s group, Yuly et al. 

[199] have sought a common theme for discussion of bifurcated reactions in a wider context, but included 

comments on the Q-cycle mechanism. In trying to understand bypass reactions they discussed the free-

energy gradients operating to process the products of the bifurcated reaction; in the Q-cycle, these would 

be the high potential chain oxidizing ISPH
•
 and the low potential chain oxidizing QH

•
. Their preferred 

arrangement for successful electron bifurcation (G in their Fig. 2) has the low potential chain catalyzing a 

thermodynamically “downhill” path, while the high potential chain has an “uphill” path. The bc1 complex 

scheme on which they base their model has ISP, cyt c1 and cyt c as the “uphill” path, where the Em values 

conform to this expectation. In the reaction in situ, the Q-cycle pumps H
+
 across the membrane, but they 

do not discuss in any detail the electrogenic nature of the reactions from QH
•
 through the b-heme chain to 

the Qi-site, so do not include the work done against Δψ. These two features set up a model that 

corresponds in essentials to that used by Zhu et al. [140] in experiments in which they followed kinetics 

of components over the first few ms after mixing excess QH2 with the fully-oxidized isolated bc1 

complex. Two types of experiment were done: the first using conventional stopped-flow apparatus 

measuring cytochromes optically, and the second using their ultra-rapid mix/freeze quench with EPR-

detectable free-radical species assayed over the first 3 ms. These later are ISPH
•
, SQ

•
i, and the ferrihemes 

of bH, bL, and c1. In the stopped-flow experiment, they describe their results as showing “…the early 

reduction of heme bH, starting before 1 ms, followed by the reduction of heme c1 after 3 ms. The 

reduction of bL is completed within the dead time of stopped-flow apparatus…”. There is some ambiguity 

in the last statement, but from their ultra-fast experiments, they would have seen no kinetics for bL in 

optical measurement after the dead time because the initial 10% already reduced by then would not have 

changed over the time of their measurement. These results are what the modified Q-cycle predicts [74, 

85]; electrons arrive at the highest potential component of each chain in the first turnover of the Qo-site; 

heme bH in the low potential chain goes reduced (via heme bL) before cyt c1 in the high potential chain 

because electrons must first reduce the (unseen) ISP, which has the a higher Em, before they spill out to 

heme c1. The Q-cycle is then backed up until heme bH can pass its electron on to Q at the Qi-site, as it 

becomes available from QH2 oxidation at the Qo-site. This allows a second turnover to complete the 

reduction of heme c1, but heme bL never gets significantly reduced because by then there is not enough 
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work available from the (now full) high potential chain. This conjectured sequence can be readily 

observed on flash-activation of turnover in chromatophores. Their ultra-fast experiments essentially 

confirmed this sequence. They compared the EPR spectra generated on premixing the reagents 

(presumably after equilibration), with spectra generated at selected times over the first 3 ms after mixing, 

now with a deadtime ~60 μs, and found as a new feature the rapid reduction of a small fraction of heme 

bL and ISPox in the first 300 μs, assumed to reflect an intermediate state, and discussed more extensively 

below.  

The point I want to make in this context is that the bc1 complex jams up unless the reducing 

equivalents in the high potential chain are removed. The functional complex necessarily includes a high 

potential oxidant as acceptor, - the P
+
/P couple of the reaction center (Em ~450 mV) in chromatophores, 

excess cyt c in our own ultra-fast experiments (below), or cytochrome aa3 in respiratory chains. This then 

comports more with model C in Fig. 2 of Yuly et al. [199]. 

Before going on to discuss mechanistic features in detail, it might be worthwhile to summarize 

the energy landscape of the overall reaction (Fig. 6). The basic outline dates back to our early studies of 

activation barriers in which we identified the first electron transfer as the rate determining step [81, 131], 

and to early studies characterizing the thermodynamics of formation of the ES-complex [129]. These 

features have not changed much, except insofar as the activation barrier is now more complex. It has to 

include the low probability of finding the H
+
 in a favorable configuration for electron transfer, as 

summarized in the Marcus-Brønsted equation [179]. The partition of energy levels associated with the 

reactions on the other side of the barrier is still somewhat conjectural, and the version shown here, taken 

from [165], had evolved to include the intermediate product state of our recent experiments.  The profile 

(left) is compared here with a similar profile from quantum chemical calculations (right), to be discussed 

later. 

10. Roles for specific residues 

 

A. Glu-295, Asn-279, and Tyr-147 

Returning to less contentious issues, I now want to address experimental evidence that allows a 

better understanding of the process through which the intermediate SQ is oxidized in the second electron 

transfer of the bifurcated reaction.  

Saribas et al. [198] made an extensive study of mutations at Tyr-147 mentioned briefly above. 

Y147F showed a relatively weak inhibitory effect on rate, but when changed to smaller residues in 

Y146V, S and A, much more complete inhibition was observed. None of the mutations prevented the 

binding of Q by ISPH (gx 1.800 EPR line), or stigmatellin from binding as assayed through the gx=1.786 

EPR line [198], so the tyrosine is not likely to be involved in those complexes. In contrast, on titration of 

the rate of heme bH reduction on lowering the Eh of the Q-pool, a shift of the Eh at which the half maximal 

rate occurred to lower values could be interpreted as a change in Km suggesting formation of the ES-

complex was weaker in strains mutated at Y147. This effect in strains with different mutations correlated 

with the degree of inhibition, supporting the role for Y147 in binding QH2 [198]. However, the relatively 

weak inhibition in Y147F is unexpected given the role in stabilizing the ES-complex suggested in our MD 

studies (below). In the more strongly inhibited stains, Y147S and A, second site revertant strains relieving 

this inhibition showed Met-154 mutations to M154I or M154V.   

Our earliest MD studies [130] had identified a water “chain” reaching into the protein from the P-

phase to the Qo-site that might be involved in exit of the H
+
 released on oxidation of SQ, and we noted the 

participation of the -PEWY- glutamate (E272 in avian sequence), a tyrosine (Y274) and asparagine 
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(N249), and of the heme bL propionates in H-bonding to the chain, and incorporated a role for the 

glutamate in proton exit in the model introducing SQ movement proposed in [129]. Expanding on this 

simple picture, if Glu-295 (in Rb. sphaeroides numbering ) was in carboxylate form (E295-COO
-
) before 

flash activation of turnover and was protonated by the H
+
 from QH

•
 after its formation, the E295-COOH 

could rotate away to deliver the proton to the water chain and regenerate E295-COO
-
 to participate in the 

next cycle.  In a paper from a later phase of this collaboration on MD simulation with the Schulten group, 

using an earlier Rb. sphaeroides model to explore mechanistic features [180], we looked at the waters 

around the Qo-site and heme bL, and polar residue that might be involved in H-bonding interactions, and 

identified additional residues, Tyr-147, Asn-279, Arg-94, Ser-79 (in Rb. sphaeroides numbering) and the 

heme propionates as of interest. We also showed data from experiments with strains mutated at Asn-279 

to give N279D, I and F, which suggested a role of this residue in facilitating H
+
 exit on dissociation of 

E295-COOH.  We measured kinetics of redox changes of heme bH, heme bL, hemes c2+c1, and reaction 

center (RC) (at pH 7) following a train of flashes spaced at 20 ms in the presence of antimycin (see Fig. 

2). Of special interest were the rates of reduction of heme bH, detected after the first flash, and of heme bL, 

detected after the second flash (see Table 1). The aim here was to test the hypothesis that mutation of 

N279 would interfere with stabilization of the water chain needed to regenerate E295-COO
-
 as an 

acceptor for the H
+
 from the QH

•
 generated on a second flash. Since antimycin was present, the electron 

from the first QH2 would reduce heme bH, and that from the second, heme bL, so, from this hypothesis, a 

change of behavior on the second flash would suggest a role in H
+
 processing. This is just the behavior 

shown in Table 1. In all mutant strains, although the heme bH reduction rate was somewhat inhibited, the 

rate of heme bL reduction was more severely inhibited, in particular in N279I and F, the strains with 

apolar sidechains. This inhibition in all strains, with an effect of polarity of side chain, is certainly in line 

with the role in catalysis of H
+
 transfer suggested, from E295-COOH to a water chain stabilized by H-

bonding with Asn-279. However, no detailed mechanistic model can be constructed from this limited 

information. 

We had noted in earlier discussion of Berry‟s structures, that -PEWY- glutamate was in different 

configurations in stigmatellin and in myxothiazol containing structures [127]. Other structures made 

available showed several other inhibitors bound, including MOA-stilbene at the Qo-site, which showed 

the same rotation of the glutamate. This rotation allowed >C=O of the methoxyacrylate (MOA) group (or 

of the methoxyacrylamide of myxothiazol) to H-bond with the backbone amide >NH of the glutamate. 

Further clues to function can be gleaned from these and other structures of the bc1 complex containing 

different inhibitors; comprehensive sets at the Qo-site are from Berry‟s group (3H1H-L series, 3L70-5 

series, each with a different Qo-site inhibitor, including famoxadone (3L74), and many MOA-type). Xia‟s 

group have also discussed a range of inhibitors [166], including 1SQV (UHDBT), 1SQX (stigmatellin), 

1SQP (myxothiazol), and 1SQB (azoxystrobin) from bovine mitochondria. The inclusion of UHDBT 

makes this a good background for comparison (Fig. 7) Another interesting discussion comes from 

Hunte‟s group and a structure binding atovaquone (4PD4) [200]. In all these papers, the authors have 

extensive discussions of the binding sites of each inhibitor.  In Rhodobacter complexes from the Xia 

group, stigmatellin (2QJY  [201]; 6NIN [202]; 5KLI (also with antimycin)); azoxystrobin (6NHH [202]); 

and famoxadone (5KKZ) have been reported in the Qo-site (Fig. 8).  

I should note here that heptyl-HDBT (HHDBT) in 1P84 from Hunte‟s group (Palsdottir et al., 

[203]), the other published structure with an HDBT, does not show any amino acid side chain H-bonding 

directly to the =O across the benzothiazole ring from the 6-OH through which binding to the His-181 of 

ISP occurs (a bridging water molecule was discussed, see below). However, they identified a pKa of 6.1 

on the inhibitor associated with binding to ISPH His-181, and showed that in their structures, the 6-OH 

group was dissociated (see also Bowyer et al, who showed a similar pK on UHDBT [120]). Palsdottir et 
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al. have an extensive discussion of the involvement of different residues in stabilizing the water chain that 

provides a H
+
 exit pathway, to which we will return later. 

Examination of these structures shows the configurational adaptability of the proximal volume, 

and the versatility of roles for the polar residues, E295, Y147, N279 in the putative proton exit pathway. 

All inhibitors (stigmatellin and UHDBT here) involved in interaction with the ISP through H-bonds to the 

histidine are constrained to the distal domain; this ligand fixes the ring structures in essentially the same 

position, so that the ligands across the ring structure (from Glu-271 to stigmatellin, or from was Tyr-131 

to UHDBT (in the Esser structure) are also similarly situated. In the Palsdottir HHDBT structure, a water 

replaced the O of the carboxylate of the glutamate liganding stigmatellin, and provided a bridge to the 

backbone >NH of the glutamate. However, examination of the orientation of the backbones of the 

glutamate and the tyrosine molecules in different structures did not change substantially, showing that the 

change was in all cases by rotation of the sidechain. In each case, the rotation moved the sidechain from a 

liganding position to a position close to the amide group of the asparagine (N279). In the structures for 

inhibitors in the proximal domain (azoxystrobin and myxothiazol here), the liganding to the inhibitor 

involved a H-bond between the methoxy acrylate (or acrylamide) =O and the backbone amide >NH of the 

glutamate, with the glutamate side chain now rotated so that the sidechain carboxylate, the tyrosine -OH 

and the asparagine amide were aligned and in H-bonding distance, again with essentially the same 

backbone configuration in all structures.  

A striking feature of the binding of inhibitors in the proximal domain is that all involve a H-bond 

to the backbone >NH of E295. Although the inhibitors occupy different volumes, the sidechains 

associated with the water network are also all similarly configured. The binding of famoxadone is subtly 

different from other proximal lobe inhibitors, shown in the Rb. sphaeroides complex in Fig. 8, but 

discussed at length by Berry and Huang [142] in the context of the avian complex, and described as 

follow: “…the ISP is held near the b position, moving to this position upon soaking the inhibitors into 

crystals in which it occupied the c1 position. And there is no H-bond or any other direct contact between 

the inhibitor and the ISP. This seemed especially surprising since the pharmacophore of these inhibitors 

… resembles that of the MOA inhibitors, which promote the c1 position. However, comparing the 

position of the ISP and its interaction with cyt b … shows that the position is not the same as the b 

position induced by stigmatellin. Also, intriguingly, although there is no H-bond from the cluster-

liganding His-161 residue of the ISP to the inhibitor, there is an H-bond formed between His-161 and 

Tyr-279 of cyt b…”. The tyrosine referred to is the “trap-door” tyrosine that closes the access port 

through which ISP accesses the Qo-site occupant when ISP moves away. This same configuration is seen 

with the equivalent residue, Tyr-302 in the Rb. sphaeroides complex, and we will discuss it later. 

Famoxadone binds in the domain proximal to heme bL through a H-bond to the backbone >NH of Glu-

295 inhibitor. The structure of the pharmacophores and their H-bonding groups are discussed at length in 

[142], as are the differences in configuration of the protein induced by the packing demanded by the 

different dispositions of molecular volumes (Berry and Huang [142] have a nice discussion of the 

different occupancies). The comparison with stigmatellin and azoxystrobin (a typical MOA-inhibitor) in 

Fig. 8 makes it clear that famoxadone has more in common with the other proximal domain inhibitors 

than with the distal domain inhibitors, and that the location of ISP at the cyt b interface is misleading in 

comparing classes of inhibitor. In all the distal domain inhibitors, His-161 (His-152 in Rb. sphaeroides) 

H-bonds with the inhibitor, but does not with famoxadone. 

Since in MD simulations, this volume of the Qo-site contains mobile waters, there are many 

possibilities for configurations involving addition H-bonds to waters, bridging H-bonds to the heme 

propionates, etc..   
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All the structures shown are from crystallography, and therefore static, but the take home 

message here is pretty simple; in addition to more global displacements [84, 142], the sidechain rotations 

would allow rapid changes in volume in the proximal domain to accommodate occupants, either MOA-

type inhibitors or Q
•-
; in addition, rapid exchange of H

+
 between the glutamate -COOH/-COO

-
 and QH

•
 in 

the distal domain, and the H-bonded network connecting the asparagine amide to the heme propionates 

and the exterior P-phase waters would allow for H
+
 exit as we had suggested when the first structures 

came out [129, 204]. The big question is how this network functions in the context of a “working” bc1 

complex, to be addressed later in the context of MD simulation of the formation of an ES-complex at the 

Qo-site. Although I have emphasized the role of side chain rotations in facilitating rapid changes in 

volume, achieved without changing the backbone rotations, I should note that substantial displacements 

of some spans also contribute. Berry and Huang [142] have a perceptive discussion in the context of many 

different configurations in structures with different inhibitors bound, including the “-PEWY- seesaw” and 

the “trap-door” tyrosine we discussed earlier [84]. Their discussion of famoxadone binding and the 

mechanism by which the ISP is held at the cyt b interface through interaction with that tyrosine rather 

than through a bond to the inhibitor is discussed briefly above, and in a more speculative context later. 

11. Applications of pulsed EPR to studies of the bc1 complex  

 

A. Qo-site structure and atomic features of local radicals important in mechanism  

Use of EPR spectroscopy to characterize the properties of ISPH
•
 through its paramagnetic center 

has obviously played an important role in studies of the bc1 complex, with most of the earlier work being 

performed in other labs. When Dikanov moved to U. of Illinois in the early 2000s, he persuaded me of the 

importance of pulsed EPR and ESEEM (electron spin echo envelope modulation) arising from the ability 

to explore the nuclear spins in the neighborhood of a paramagnetic center [205]. In collaboration with 

Samoilova, we quickly evolved projects exploring the neighborhood of the ISPH
•
 [137, 159, 161, 165, 

175, 206], of the SQ
•
 species formed in the Qi-site as an intermediate during QH2 formation [207-210], 

and related centers [211-214]. These studies have provided structural information at the atomic level of 

importance in understanding mechanism, in particular about H-bonds in the liganding shells of the centers 

studied. Particularly valuable were studies using high resolution variants of ESEEM (3-pulse ESEEM, 

HYSCORE, etc.). These allow separation of the contributions of nuclear spins to the echo envelope by 

generation of 2-D spectra. For example, in studies of ISPH from mutant strains, we could distinguish the 

loss of a single H-bond by comparison of the HYSCORE spectra with those of wild-type [159] to confirm 

the structural data, and that loss of the bond was the parameter leading to changes of pK and Em. In 

general, I want to emphasize the utility of these methods. The electron spins are more or less local to a 

particular redox center, and the spin interactions with neighboring nuclei are felt only a few bonds out. 

Each interaction has its unique set of parameters, determined by both distance and vector overlap. To the 

expert in this field, the structural information than can be gleaned from the interactions is exquisitely 

detailed, and complementary to crystallographic information. However, it obviously requires a 

paramagnetic center, and a high degree of expertise, limiting the appreciative readership. I am happy to 

acknowledge my debt to Sergei Dikanov, and his colleague Rimma Samoilova, for the many advances 

that have come through our collaboration in these studies. 

B. Qi-site structure and mechanism 

The quinone reducing site (Qi-site) in the native structure contains electron density which we 

have modeled as a bound ubiquinone, which is lost on addition of antimycin. We have previously 

suggested that the site acts as a two-electron gate and explained the action of antimycin in terms of a 

displacement of quinone occupant. We proposed a novel mechanism to account for the formation of an 
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anomalous high potential form of cyt bH (cyt b-150) on oxidation of quinol at the site, by reversal of the 

forward reaction to form a QH
•
.ferroheme bH pair. The mechanism predicts three major contributing 

factors: the Em value of heme bH, the stability of the semiquinone, and a tighter binding of QH2 than Q. 

Antimycin induces an oxidation of cyt b-150; the high affinity of antimycin drives oxidation of the 

ferroheme bH (b-150) by semiquinone to form quinol, which is displaced by the inhibitor. A detailed 

analysis of the reaction mechanism has provided new insights into the machinery of the forward reaction, 

and the effects of mutation on the behavior of the site. This hypothesis is well supported by the new 

structural information. In collaboration with Dr. Sergei Dikanov, we have investigated the local 

environment of the semiquinone species formed at the site using high-resolution EPR. By examining the 

local proton environment using 
1
H ESEEM and HYSCORE [207-210],  and exchangeable protons using 

2
H

 
exchange, we have identified one weak and two strong H-bonds to the SQ, and identified the Ne-atom 

of a histidine as a ligand for one of the strong H-bonds, by using 
13

C methionine generated in situ, 

labelling the ubiquinone specifically in the methyl and methoxy substituents of the head-group. These 

results support the crystallographic data from Berry‟s lab. Space and deadlines preclude detailed 

discussion of interesting recent developments from the Osyczka lab [215-219]. 

12. Recent developments 

 

A. New information from MD simulation.  

When Berry‟s structures showing the ISP extrinsic domain in different positions first became 

available, we initiated a collaboration with the Schulten group using molecular dynamics (MD) 

simulation of the bc1 complex in a membrane environment to study features of mechanism not readily 

accessible by spectroscopy [130]. In the renewal of the collaboration using the structures from Rb. 

capsulatus [164], our initial focus was on simulating the formation of the ES-complex, based on use of 

information from our biophysical studies. In the native system, the ES-complex is formed only under 

metastable conditions in which the Q-pool is (partly) reduced and ISP is oxidized. From the redox 

potentials, this condition cannot occur under equilibrium conditions, hence the metastable character. We 

set up the metastable state under two different conditions to allow formation of the ES-complex [164]. In 

one of these, His-156 (in Rb. capsulatus) of ISPox was dissociated, so that QH2 could form a H-bond like 

that we expected from our model [82, 83, 145, 146, 175, 176, 179, 180]. In the other the histidine was 

protonated. This allowed us to test the importance of protolytic state of the histidine by using the ES-

complexes that developed in quantum chemical (QC) simulation of the first electron transfer reaction 

[167]. In the first state, where the His-156 was initially dissociated, the complex formed with the H-bond 

expected. However, as already noted above, the H-bond to the other –OH of the quinol ring did not follow 

the pattern anticipated from our stigmatellin model. Instead of a H-bond to Glu-295, a H-bond to Tyr-147 

was found [164]. Although this seemed at variance with our expectation of an important role of the 

glutamate in H
+
 transfer, exploration of the structural database revealed that in one structure with UHDBT 

[166], the tyrosine equivalent to Y147 formed a similar H-bond to the ring –OH. Furthermore, the 

dynamics of E295 showed that it would also be able to participate through a secondary H-bond to the OH 

of Y147. In the second model simulated, a water molecule formed a H-bond to the QH2 in addition to that 

to His-156. Barragan and Solov‟yov [167] went on to perform quantum chemical calculations involving a 

minimal set of critical residues on both, abstracted from the MD models, with His-152 either dissociated 

or associated, and forming the different H-bond to QH2, and polar sidechains from the neighboring 

protein including Y147 and E295 in the H-bonding configuration above. The result demonstrated forward 

chemistry with a reaction energy profile matching that seen experimentally, but only in the model with 

the ES-complex with the dissociated His-152, as expected from the extensive biochemical and 

spectroscopic data discussed above (Fig. 6).  
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Our own independent model for MD simulation using the bc1 complex from Rb. sphaeroides 

which leads to formation of the same ES-complex, is discussed later. However, in our model, the E295 

sidechain was less frequently in position to association with the Y147 -OH, and the behavior rather 

emphasized its mobility. However, the rotational range and mobility would allow frequent contacts on the 

rapid (μs) timescale required for removal of the H
+
, rotation to the water chain, and rapid dissociation of 

Q
•-
. 

B. A new intermediate state in the Qo-site reaction  

Several groups had reported that SQ can be detected in the Qo-site under conditions in which the 

bifurcated reaction is blocked by inhibition in the low potential chain [143, 144], and, as noted early, we 

confirmed SQ accumulation under such conditions [139]. In the E295W mutant SQ occupancy was 

somewhat greater than in the native strain. In these early reports, limitations in mixing constrained the 

time of freeze-trapping to assay the product state to the >10 ms range. In order to obtain kinetic 

information appropriate to the ~1 ms turnover of the Qo-site, we collaborated with the Kenis group to 

design and construct a micro-fluidic mixer and coupled this to a rapid freezing unit using counter-rotating 

copper disks kept at 77 K by partial immersion in liq. N2 (Fig. 9). Using this apparatus, we discovered a 

new intermediate state, likely QH
•
.ISPH

•
, suggested to be the immediate product on electron transfer from 

QH2 to ISPox starting in the ES-complex [165, 178]. The fate of the intermediate state depends on the 

availability of acceptors for the electron and the proton. Under conditions in which heme bL was initially 

oxidized, no SQ
•
 signal was detected, indicating that the rate of oxidation was much greater than the rate 

of formation. Turnover leads to formation of the newly identified state only when heme bL has become 

reduced, either by redox poising prior to mixing with substrates or by preliminary turnovers of the Qo-site 

when heme bH oxidation is blocked by antimycin, leading to delays in the onset kinetics. We interpret 

these properties as showing that SQ
•
 is still in the H-bonded complex with His-152 (in Rb. sphaeroides) 

of ISPH
•
. We observed kinetics of formation of the QH

•
.ISPH

•
 state under different initial conditions 

consistent with turnover in the range ~700 μs range, which could be well fit by simulation of the 

conditions in our kinetic model. Although generation of the pre-reaction state, the reaction syringes, and 

the mixing were all maintained anaerobic, on exit from the mixing chip, the jet and the reaction profile 

developing while in flight, was in air. The development of the intermediate, and persistence, suggest a 

limited reactivity with O2. In that case, its formation may protect against ROS generation under adverse 

conditions. Since it is formed distal from heme bL, the distance would also protect against by-pass 

reactions involving electron exchange with reduced heme bL. This new complex is discussed in greater 

detail below. 

C. Rapid-mix freeze-quench.  

The essential design parameters for the rapid-mix/freeze-quench apparatus are determined by the 

well-established kinetic properties of the rate-limiting bifurcated reaction at the Qo-site, - a characteristic 

time in the 1 ms range. Most previous work on this system has been limited to the >10 ms range by 

conventional mixing, and by freeze-quench using liquid propane (or isopentane, etc.) cooled to ~ -150
o
 C 

[139, 143, 144, 220]. However, Zhu et al. [221], in a technical tour-de-force in collaboration with 

Rousseau‟s group [222], used a silicon based microfluidic rapid mix, fabricated using photolithographic 

techniques followed by /freeze-quench at liq. N2 temperature (-196
o 
C) , to determine the kinetics of 

turnover of the Qo-site reaction in the 0.05-2 ms range. They concluded from the close match between 

reduction kinetics of 2Fe-2S and of heme bL (the immediate acceptors in the two chains) that no 

intermediate SQo was involved, though the result could better be explained by a model in which SQo 

occupancy was kept below detectable levels by rapid removal [139, 175]. We have built on this work to 

achieve a similar performance using a more easily fabricated mixing device, and an improved freezing 
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apparatus, and used these to determine the kinetics of SQo formation in the bc1 complex inhibited in the 

low-potential chain. 

 

a) Design and construction of a microfluidic rapid mix/freeze-quench apparatus. Key features 

are shown in Fig. 9. The micro fluidics mixing chip was constructed and designed in collaboration with 

the Kenis group. After calculation of design constraints arising from the experimental parameters and 

material characteristics associated with potential technologies, we opted to use a polydimethylsiloxane-

glass (PDMS-glass) based fabrication for the chip.  

This work has been published only in brief [165, 178] because it was unfortunately truncated by 

Rodney Burton‟s need to finish his PhD, and a funding famine that prevented us continuing his work. The 

mixing chip was a simple two input “Z” mixer, with the aperture of the exit channel on an edge. On 

starting the flow and mixing, a drop would form at the exit, but a quick swipe of a Kleenex tissue allowed 

a jet to form (20 µm diam., 8 µL.s
-1

 flow rate). The jet was directed to the rapid cooling device consisting 

of counter-rotating copper wheels, half immersed in liq. N2 and driven by a substantial motor. The jets 

maintained their integrity for over 10 cm of flight well enough to allow measurement out to ≥4 ms after 

mixing. The high thermal conductivity of copper meant that the wheels were at close to liq. N2 

temperature (-196 
o
C). The jet was aimed at the rim of the clockwise spinning wheel, with freezing time 

determined by the in-chip flow distance (~30 μs), and the time of flight. The freezing process for the 20 

µm jet was likely faster than the 30 μs minimal time, and therefore not limiting. The wheel with the 

frozen sample was rapidly rotated to the contact with the counterclockwise wheel, where the force ground 

the frozen sample to a fine powder, which was collected by a funnel in the liq. N2 Dewar, emptying into 

an EPR tube. This all worked as planned. However, the timing was determined in a somewhat Rube 

Goldberg fashion; a frame mounted above the wheels (not shown) was intended to be a mounting plate 

for the mixer, but in practice it was easier simply to hold the chip against the plate, aligned against a ruler 

to allow determination of distance. This introduced some uncertainty in time of flight at short distance, 

and some scatter of points on kinetic curves generated one point at a time. In general, since substantial 

dexterity was needed to get everything right, complete kinetic curves were not always obtained. 

Furthermore, the experiments were costly in time and materials, and dependent on the charity of the 

Department. Within those constraints, the results were consistent with the kinetic model previously 

published [139], but there were significant differences from previous measurement of SQ intermediates, 

including our own.  

b) Kinetics of SQo formation determined using rapid mix/freeze-quench. As already noted, the 

kinetics (Fig. 10) follow the expectations of the Qo-site reaction model [139]. The initial redox status was 

established by prior reduction of the sample in an anaerobic vessel by using the quinone analog, OH-

decylUQ (idebenone; 2-(10-hydroxydecyl)-5,6-dimethoxy-3-methyl-1,4-benzoquinone), maintained in 

the reduced state by NADH and a soluble NADH:UQ oxidoreductase (NDH-2) kindly provided by Bob 

Gennis. Reduction of heme bH occurred rapidly, but in the absence of mediators, reduction of heme bL 

was extremely slow. On mixing with excess ferricyt c, the kinetics depended on the initial degree of 

reduction of the b-heme chain. With heme bH pre-reduced, and antimycin present to block its oxidation, 

SQo appeared as heme bL became reduced, with the lag time reflecting the fraction of the heme still 

oxidized, as expected from the kinetic model. The amplitude of the SQo signal (Fig. 10, traces on left) are 

plotted against time (on the right) and fitted by model kinetics. The insert (right) shows early experiments 

with both b-hemes initially oxidized. The low level of SQo seen at 1 ms is in line with the lag expected 

during which heme bH undergoes reduction, and substantial level seen at 2 ms reflects the formation of  

SQo as reduction of heme bL goes to completion over the next ms, as seen in the model kinetics. 

Preliminary data on kinetics under a variety of other conditions and in mutant strains, are available from 
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work reported in Burton‟s thesis [223]. Of particular interest are kinetics with the E295Q strain, which 

showed the rapid initial SQo generation without any lag, expected from the model discussed in the closing 

paragraphs.  

 

c) Characterization of the SQo species. The kinetics closely match those expected from the 

kinetic model [139]. However, other properties of the SQ
•
 species observed in these experiments are 

surprising, because they differ in several important respects from those previously observed. In 

comparison with previous reports, interesting new features are seen in our SQ
•
 signal. The signal in the 

g=2.00 region was not simple; several bands appeared on either side, the signal amplitude was much 

greater than expected from an S = ½ free-radical, and the saturation properties and temperature 

dependence were quite different from those previously observed. We have suggested that these properties 

reflect a spin sharing of the SQ
•
 signal with spins from the ISPH

•
, which would suggest a tightly coupled 

complex (Fig. 10, right). The line shape shows hyperfine “wings” not seen the symmetrical signal seen in 

previous work (Fig. 10, left insert), indicating either a modified molecular orbital, or spin interaction with 

a neighboring paramagnetic species, and the power saturation and temperature dependence also differ 

(Fig. 11A). The signal saturates only at much higher power, indicating, in support of the above, faster 

relaxation through spin coupling (Fig. 11A, left). Similar saturation effects are revealed in field-swept 

ESE spectra taken at different temperatures and times (τ) along the decay curve (center) (Fig. 11A, 

center). A prominent peak around g=2.06 becomes obvious as the temperature of measurement is lowered 

from 70 K to 5 K and swamps the SQ
•
 signal at g=2.005. This same component is obvious in the CW 

spectrum at lower temperatures but is barely detectable at 60 K (Fig. 11A, right). 

d) Interaction of SQ
•
 with the protein and solvent reaction environment. In order to explore the 

possibility of an intermediate product complex that persists so as to control SQ
•
 reactivity, we have used 

pulsed EPR to look for neighboring nuclear spins that interact with the new species. Fig. 11B (left) shows 

data obtained from a sample, quenched 2 ms after mixing, which had bc1 complex at higher concentration 

to allow the greater signal strength needed for high resolution approaches. The data were obtained using 

3-pulse ESEEM with a pulse sequence (π/2--(τ)--π/2--(T)--π/2--(τ)--echo). The stacked plots show spectra 

at different times T (z-axis), starting at 100ns, and advancing by 16 ns from front to back. The data were 

measured at the g=2.005 peak of the EPR spectrum. In similar experiments at lower concentration (Fig. 

11B, right) both g=2.005 and g=2.06 bands were probed. In both bands, two spin interactions with 
14

N are 

observed showing the same frequencies, but with differential evolution in T for the two g-values. This 

suggests some distinction between spin states probed. Our preliminary work strongly supports the 

hypothesis that SQ
•
 accumulates only as heme bL becomes reduced, so this is unlikely to be the spin 

partner. Although the c-hemes were likely oxidized, both would be quite distant, and all the heme species 

have peaks far removed from this range (cf. [221]). Since only ISPH
•
 has a peak (at g = 2.02) in the 

region of the new SQ
•
 species, it seems likely that this is both the H-bonding and local spin partner.  

 

e) Understanding the high amplitude of the QH
 •
.ISPH

 •
 signal. The ESEEM studies of this SQ

•
 

complex revealed perturbation of the SQ
•
 spin by interaction with both 

14
N and 

1
H nuclei, with properties 

consistent with H-bond(s) to histidine, likely His-152 of ISPH
•
. The most straightforward interpretation of 

the high signal amplitude is spin sharing with a neighboring metal center. In the reduced cluster with S = 

½, (Fe(III) has S = 5/2, and Fe(II) has S = 2, the iron spins are antiferromagnetically coupled, the spin of 

Fe(II) is polarized negatively, and the His ligands are coordinated with Fe(II)). We have suggested that 

sufficiently strong interaction of the radical spin with S = 2 disturbs antiferromagnetic coupling of two 

iron spins, and that part of the polarization transfers onto the radical; it might be that all three spins should 

be considered in analysis of the QH
•
.ISPH

•
 complex [178]. However, without a detailed QM model, we 
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have no way to accurately quantify this sharing, and so cannot arrive at a true value for the occupancy of 

the state.  

In summary, the properties show a novel intermediate state differing from those previously 

reported through the following unique characteristics:  

(i) The hyperfine structure in the “wings”, indicates additional energy levels in the spin 

system. These could arise because the molecular orbital of the lone electron has been extended to 

include additional bonds, or through strong magnetic interaction with a neighboring electron spin, or 

both.  

(ii) Saturation and temperature dependence are different from those previously reported. The 

signal saturates only at much higher power, indicating faster relaxation through spin 

coupling. The slowly relaxing SQ seen in previous work trapped at longer times after mixing is in a 

different state then the more rapidly relaxing species trapped here. A line at g = 2.06 appears in the 

CW-EPR spectrum when measured at low temperature, with the rapid relaxation characteristics of a 

metal center, likely involving the spin-coupled partner. No other paramagnetic center in the bc1 

complex matches this line, though the broad g = 2.02 line of [2Fe2S] is close.  

(iii) In 3-pulse ESEEM measurements centered at both g = 2.06 and at g = 2.005, we see 

interactions of the SQ
 •
 spin with 

1
H and 

14
N, suggesting H-bonding, with at least one bond to N. The 

characteristics suggest Nε of the bridging His-152 from ISPH
 •
 to QH2 as the most likely partner in the 

H-bond. Since this provides a common path through which the first electron and proton are transferred 

to the [2Fe2S] cluster, its persistence in the state here strongly suggests a common molecular orbital.   

(iv) The most economical hypothesis to account for these properties is that we have trapped 

an intermediate state in which QH
 •
.ISPH

 •
, the products of the first step, are still associated. Although 

this state dissociates to products rapidly in normal forward chemistry, under the conditions of our 

experiment, it is clearly persisting into the ms range.  

 

13. The spring-loading of ISP explains longevity in a C. elegans mutant  

C. elegans is a nematode worm that provides a model system for studies in a simpler creature of  

many features of organization in higher animals. In studies of longevity, an important mutation, isp-

1(qm150), a P166→S change, close to the cluster, found to extend lifetimes 3-fold, was discovered in the 

ISP subunit of the mitochondrial bc1 complex [224]. As part of a wider collaboration to understand this 

effect, Kaeberlein had set a student, Gholamali Jafari, the task of finding suppressor strains that reversed 

the longevity. He and colleagues generated 8 strains using selection for faster growth from a population of 

the qm150 strain subjected to chemical mutagenesis [225]. All 8 suppressor mutations were in the ISP 

subunit, but, most surprisingly, in the tethering span, distant in sequence from the original mutation close 

to the cluster. Since the structure of the ISP was known to be highly conserve, it was obvious from the 

known structures that the separation in sequence would also represent a physical distance; these features 

provided no simple explanation for the suppressor effect. However, an obvious conclusion was that the 

function of ISP in the bc1 complex must play a role in both longevity and its suppression. In addition to 

lifespan extension, the isp-1 (qm150) phenotype included changes in developmental rate, pharyngeal 

pumping rate, brood size, body movement, activation of the mitochondrial unfolded protein response 

reporter, CO2 production, and inhibition of mitochondrial oxidative phosphorylation, showing that the 

single-site mutation had ramifications extending deeply into cellular physiology. All these were 

suppressed in the tether region mutants. On scanning the recent literature, the Kaeberlein group contacted 

Angela Barragan to seek her advice on the bc1-complex, and on how the mutations at two widely spaced 

locations in ISP could affect the function. Angela passed the query on to me, and I recognized that the 
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suppressor mutations involved the same span of residues previously changed by mutation, mainly from 

work in Daldal‟s lab, and studied by Darrouzet et al. [132-136] in an exploration of the tether function.  In 

different mutants, the differential effects suggested that mutations in the tether changed the redox 

potential of the distant Fe2S2 cluster. These, some mutations of our own, and studies of effects of 

inhibitors on the Em of ISP, had led us to different interpretation, that the change in Em of ISP reflected a 

change in binding affinity with Qo-site occupants. On that basis we propose a “spring-loaded” mechanism 

to explain the effect [137], in which the binding forces played off against the change in configuration of 

the tether span. It then seemed likely that the underlying mechanisms in the this highly conserved 

complex might be similar. The P to S mutation was on the surface of the ISP protein at the interface with 

cytochrome b close to the opening to the aqueous phase through which ISP accessed QH2. Since the two 

subunits were snugly apposed, it seemed likely that the P→S mutation would impede binding, and thus 

slow the oxidation of QH2. This would then restrict flux into the complex, implementing a restriction on 

input of reducing equivalents at the local level analogous to that from dietary restriction at the 

physiological level, well known to increase longevity. Mutations in the tether region might then relieve 

the restriction by changing the configurational parameters determining extensibility. In the resulting 

papers [225, 226], we suggested that this provided an economical explanation not only for the direct 

effect on longevity, but also for all the more pleotropic effects. We pointed out that this result strongly 

supported an important role for the bc1 complex, and specifically the Qo-site reaction, in aging. Likely, 

restricting flux into the complex would lower generation of reactive oxygen species, and reduce the 

cellular damage leading to age related diseases, and the linker span mutations countered that effect. We 

discussed the energetics of spring-loading in some detail in the SI for [225] and will revisit the discussion 

later in the context of mechanism.  

A. A wider perspective on control.  

My reason for including this section is that the C. elegans results have an obvious and important 

impact on our understanding of the importance of the ISP in the bc1 complex and in the wider physiologic 

context, but the bioenergetics community might possibly have missed the second paper in the on-line 

journal Worm which is focused on C. elegans. The „spring-loaded‟ model had accounted nicely for the 

Jafari et al. [225] results at the molecular level, but during their study of tether suppressor mutants, they 

observed a previously unreported phenotype of isp-1(qm150) animals: sensitivity to hyperoxia (100% 

O2). C. elegans carrying the isp-1(qm150) allele were unable to develop past the L2 stage in the presence 

of hyperoxia, while wild type N2 animals developed normally. As with the other isp-1(qm150) 

phenotypes, this defect was also partially reversed by the tether region suppressors [226].   

The mechanistic basis for sensitivity to hyperoxia in isp-1(qm150) animals was unclear. Cell 

culture studies had shown that exposure to 100% O2 can mimic physiological oxidative stress and reactive 

oxygen species (ROS) generation [227, 228], and isp-1(qm150) animals have been reported to produce a 

higher level of superoxide (SO) than wild type animals [229].  Thus, one possibility is that both hyperoxia 

and mutation of isp-1(qm150) increase ROS levels independently so as to exceed a threshold consistent 

with continued development. On the other hand, it seems unlikely from the inhibited rate that the increase 

in ROS comes from complex III, and much more likely that it is associated with complex I, or some other 

upstream site. In this context, it is worth noting that inhibition at complex III will generate “cross-over” 

effects [230] such that upstream pools will become over-reduced, and downstream pools over-oxidized. 

Physiologically, this state is generated when back-pressure from the proton gradient inhibits the low 

potential chain and is mimicked by inhibition of the Qi site by antimycin, both conditions leading to 

generation of ROS. In contrast, the mutation in isp-1(qm150) inhibits flux into the Qo site, reducing ROS. 
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However, in both cases, over-reduction of the quinone pool will feed-back on complex I, and through that 

to the metabolic input reactions of the Kreb‟s cycle. 

Hirst and colleagues have suggested that the generation of ROS in complex I is through 1-

electron reduction of O2 to superoxide by the reduced flavin (FMN) of the NAD-binding domain [231]. 

Under conditions in which flux through complex I is blocked by inhibitors or by reduction of the Q-pool, 

the reduced flavin can accumulate in the presence of O2 so as to exacerbate this pathway. Because of the 

cross-over effect to reduce the quinone pool, these conditions match those showing sensitivity to 

hyperoxia in isp-1(qm150), accounting for the increased ROS production.  

A second interesting twist to this story is the finding that the mitochondrial apoptosis inducing 

factor, AIF, is a fragment of the NADH-binding subunit of Ndi1, an alternative NADH-Q oxidoreductase 

in yeast and mammalian mitochondria, homologous to NDH-2 [232, 233]. In C. elegans, the worm AIF 

homologue (WAH-1), has also been identified as a key player in apoptosis [234], and is likely an NDH-2 

homologue [232], with a flavoprotein (FAD) in its redox active form. In support of this, expression of 

yeast Ndi1 in C. elegans with impaired complex I function restored respiration and proton-pumping 

[235]. Although FAD in AIF can form a tight, air-stable charge transfer complex with NADH that is 

inaccessible to O2, in its redox active form it shows NADH-Q oxidoreductase activity higher than 

complex I [232]; when in communication with the Q-pool, the FAD will be kept oxidized as long as the 

pool is partly oxidized. It seems quite likely that when the pool goes reduced, so will the FAD, which 

might also be a source of ROS through Hirst‟s mechanism [231]. Alternatively, accumulation of a 

ubiquinone SQ intermediate might generate ROS.  

Putting these diverse observations together allows for an interesting speculation [226]. Perhaps 

the NDH-2 class of enzymes serves a “canary” function in detecting conditions threatening the cell‟s 

viability. When WAH-1 is appropriately triggered through conversion to the AIF form, this initiates a 

cascade of apoptotic processes to recycle the defective cells before further damage can occur. Triggering 

would have to detect the (rare) adverse condition in which the Q-pool is over-reduced in the presence of 

O2, and could come from a local effect of ROS, or by formation of the NADH.FADH complex as the 

mitochondrial NAD-pool becomes reduced, or perhaps both. We note that in vertebrates, these adverse 

conditions reflect the situation on oxygenation following ischemia in stroke or heart attack, know to lead 

to tissue damage, and are therefore of considerable medical interest. 

This useful transfer of research experience in bacteria to explain an interesting finding in 

nematode physiology of a mechanism of great medical importance to the health of all of us, is a nice 

example of the importance of communication between different fields in furthering fundamental research. 

In particular, our work in determining the mechanism of the Qo-site in Rb. sphaeroides has suggested 

paths forward to better understand of how the deleterious bypass reactions can be ameliorated in people. 

At a trivial level, the everyday advice to eat moderately and exercise regularly fits neatly into this 

understanding of aging at the molecular level.  

14. MD simulations in a model using the Rb. sphaeroides bc1 complex in its native 

membrane  

In some previous MD simulations using the Rb. capsulatus structure, problems became apparent 

as to how the model was set up to deal with a void between the two monomers at the level of heme bH, 

apparent in all structures. Clearly, the void does not represent a vacuum; likely disorder in the crystal 

meant that the occupying material could not be resolved. In [164], it was assumed that “the physics” 

would find a solution, but unfortunately, instead, the protein collapsed into the void, with some disruption 

of the structure, most notable of the Qi-site. In another simulation the strongly hydrophobic volume 
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became flooded with waters [236]. In neither of these models could further simulation be expected to 

realistically explore the Qi-site mechanism, or complete turnover. These responses are not natural. A 

major interest in MD simulation is the exploration of stochastic processes that might contribute to 

mechanism. Since structures became available, our picture of the Qo-site reaction had developed to 

include several of these, in particular the movement of key players by diffusion, including quinone 

species and the extrinsic ISP domain, discussed at length above.  

Through a failure of communication with our collaborators in the Schulten group, we were unable 

to ascertain whether or not the problem of the “void” had been dealt with. Since all our work since the 

collaborations with Kaplan and Gennis groups establishing molecular engineering protocol in1980s had 

been with the Rb. sphaeroides bc1 complex, Stuart Rose set up from scratch a new model for MD studies 

based on the higher resolution structures in that background then available [201, 237, 238]. In setting up 

our model [165, 178], we took pains to construct a membrane with the native constituents, including UQ-

10, and this proved important in later studies. To deal with the void, we initially inserted two 

phosphatidylglycerol (PG) molecules to occupy it, and this prevented distortion. In this model we could 

demonstrate population of ES-complexes at both catalytic sites. At the Qo-site, we set up an initial state 

appropriate to formation of the ES-complex as indicated from our experimental work, in which ISPox had 

Nε of His-152 dissociated and the Q-pool was partly reduced, and the dynamics spontaneously led to 

formation of an ES-complex (ISP-Nε--HO-Q-OH--OH-Y147). This included Tyr-147 in H-bonding with 

the other quinol-OH, as was seen previously in the Barragan et al. work [164]. This configuration had also 

been the basis of the “functional” model abstracted for quantum chemical studies in [167]. The similarity 

of the two models suggested either that the void had been corrected in the earlier work, or if not, that 

collapse had not unduly affected the Qo-site. In the new model, choice of an occupant for the void was 

based on crystallographic work from Hunte‟s group [239, 240] in which headgroups for cardiolipin and 

phosphatidyl ethanolamine were modeled in the hydrophilic volume (a „void‟ in crystallographic structure 

because the „tails‟ are disordered) at the end of the cavity (PDB file 3CX5). Rb. sphaeroides can function 

in mutant strains in which conversion of 2PG to cardiolipin is blocked, leading to accumulation of the 

precursor. Since PG also carries a negative charge, it can replace cardiolipin in many functions, including 

filling the „void‟. At the Qi-site, an ES-complex was formed in excellent agreement with known structures 

and mutational data. Additional features were revealed in the dynamics not apparent in many structures 

(but see [203, 239]. These pertain to dynamic water chains which formed when H-bonding to the primary 

ligands, His-217 and Asp-252, stabilized the complex. The water chains connected liganding sites to the 

aqueous phase by two different channels to allow H
+
 exchanges essential to the chemistry catalyzed. The 

channel to Asp-252 involved participation of Lys-251 in ionic interaction with a PG molecule at the 

aqueous interface at the other end, simulating a role of cardiolipin noted earlier by Hunte. In both sites the 

UQ-10 tails wrapped around the central 2PGs. (It is interesting to note that in the Hunte structures, the 

ubiquinone tale is excluded from the void, which could have been taken as demonstrating some 

disordered but constrained occupant.) The new model clearly offers advantages over previous versions in 

moving forward, and also allows us to examine atomistic features of mechanism in the same protein as 

studied in our experimental work. 

15. Release of protons inside the chromatophore vesicles measured using neutral rad: 

Identification of partial processes involving H
+
 release 

Neutral red has been used to measure pH changes inside chloroplasts (cf. 52) and chromatophores 

[241, 242], but the latter work was not simply interpretable in the context of present mechanistic models. 

To clarify this situation, Charles Wilson has measured the amplitude and kinetics of H
+
 release inside 

chromatophores under a variety of conditions, and correlated the results with measurement of electron 
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transfer processes of the Q-cycle and of electrogenic processes [243]. In the presence of myxothiazol, we 

demonstrated release of H
+
 on oxidation of ISPH with kinetics in the 100 μs range as the only significant 

process, and on oxidation of QH2 with kinetics in the ms range, consistent with the rate-determining step. 

In the absence of myxothiazol, the two phases were convoluted. We correlated these measurements with 

electrogenic reactions associated with reduction of heme bH in the presence of antimycin, and with flux 

through the b-heme chain to the Qi-site in the absence of antimycin. All these correlations were consistent 

with the modified Q-cycle and our deeper understanding of partial processes from subsequent work, in 

particular the sequence of reactions at the Qo-site discussed at length above. Charles did preliminary 

experiments with mutant strains modified at each of the residues discussed in Figs. 7 and 8. 

Unfortunately, funding constraints prevented completion of this work, though preliminary accounts are 

available in his thesis [244].  

16. Summary 

It might be useful to summarize the main conclusions from the above before going on to some 

more speculative discussion. The modified Q-cycle has become the consensus paradigm for 

understanding the role of the bc1 complex in photosynthetic and respiratory chains, but with important 

extensions following the first complete structures showing the mobility of the extrinsic domain of the 

Rieske ISP, and its role in catalyzing electron transfer between QH2 and the high potential chain. From 

the distances involved, a cycle of movements between docking interfaces at the Qo-site and at heme c1 

would be needed to catalyze the Q-cycle.  MD simulation of this mobility showed the feasibility of such a 

movement. The MD model also showed a spontaneous population of water chains in the protein from the 

P-phase into the Qo-site volume. From analysis of the structures, the stigmatellin binding provided an 

obvious model for the ES-complex. The binding of myxothiazol showed a common ingress path but 

occupancy of a volume closer to heme bL. Evaluation of  differential effects of mutations in these volumes 

showed that many mutations that effected myxothiazol binding also inhibited forward electron transfer, 

suggesting a functional role of this proximal domain. What the structures also showed was an interesting 

change in configuration of the -PEWY- glutamate between its liganding of stigmatellin through the -

COO
-
 group, to a binding of myxothiazol through the backbone >NH, in which the -COO

-
 was rotated 

~180
o
 to contact the water chain populated in the MD model. From these characteristics and from changes 

on mutation of the glutamate, we proposed that the glutamate might provide a pathway for exit of the H
+
 

released on oxidation of the intermediate SQ. Furthermore, since myxothiazol occupied a volume closer 

to heme bL, we suggested that movement of the SQ into this volume would increase the rate constant for 

its oxidation ~1000-fold, and allow the second electron transfer to occur at a much lower occupancy of 

the intermediate state, and thus reduce the possibility of by-pass reactions involving the SQ.  

We noted that the ES-complex from which the bifurcated reaction proceeded, likely involved a H-

bonded interaction between QH2 (as proton donor) and His-152 of ISPox, and our work establishing that 

the first electron transfer from QH2 to ISPox was rate determining, opened the question of why (given the 

short distance) the rate was so low. That was answered by demonstrating that formation of the H-bond 

required dissociation of His-152 (pKox1 ~7.6 in the isolated protein, ~6.5 in the ES-complex) and a proton-

first-then-electron mechanism in which the probability of finding the proton close the histidine was low. 

We went on to show that the rate constant observed could be described by the Marcus-Brønsted equation 

proposed, and tested this by characterization of strains mutated at residues stabilizing the Fe2S2 cluster of 

ISP, which led to changes in both Em and pKox1.  

Analysis of the kinetics of the bifurcated reaction showed that the first electron transfer was 

strongly endergonic, and that the second electron transfer must be orders of magnitude faster in order to 

outcompete the backreaction. Analysis of the lag phase of ~120 μs under optimal conditions showed that 
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~100 μs could be attributed to the high potential chain. Since the intermediate states were formed at the 

limiting rate (~1000 s
-1

), the lag ~20 μs remaining limited their occupancy to <0.02.  These features 

strongly supported a mechanism in which movement of the SQ was essential; at that occupancy, and the 

distance to heme bL, the calculated rate constant would not allow a fast enough rate, but movement closer 

to the heme would allow a 1000-fold increase in rate.  

Criticism of this model has been based largely on alternatives in which these features were 

ignored. Models were constrained by localizing all electron transfers involving quinone species to the 

distal domain occupied by stigmatellin, and by assuming that the rate constants for electron transfer 

calculated from distances using the Moser-Dutton formalism could be used uncritically for proton-

coupled electron transfers. This was clearly not appropriate for the first electron transfer, where it was 

obvious from the above that the H
+
 has a controlling role. On the positive side, the failings of such models 

do reveal a need for additional complexity through control and gating to prevent by-pass reactions, 

including generation of reactive oxygen species on 1-electron reduction of O2. We pointed out that 

movement of the SQ provided possibilities for control not allowed in the models proposed. An additional 

discriminating feature is the role of the -PEWY- glutamate we proposed; it was superfluous to the static 

models, but essential to models in which mobility of the SQ speeds up the second electron transfer. In this 

context, a later line of criticism was to point to the diverse range of mutations at the -PEWY- glutamate 

that could provide a weak electron transfer through the bifurcated reaction, with the implication that 

glutamate was not essential. Since all such mutations inhibited the observed rate by 85% or more, this 

was not a strong argument. However, it becomes an absurd argument when account is taken of the fact 

that all such mutations result in transfer of the rate limiting step from the first to the second electron 

transfer. Kinetic modeling showed that in wild-type, the strongly endergonic nature of the first electron 

transfer, and the low occupancy of SQ, mean that to outcompete the backreaction and to match the rate 

observed (~1000 s
-1

 in wildtype), the rate constant for removal must be >10
7
 s

-1
. From the remaining 

activity in the mutant strains (v ~40 to 80 s
-1

), and a measured SQ occupancy of 0.05, an apparent rate 

constant of ~10
3
 s

-1
 was calculated, assumed to be appropriate for electron transfer from SQ trapped in the 

distal domain. When compared to the uninhibited rate needed, inhibition was almost complete.  

On a different theme, we had noted that, given the distances involved, electron transfer across the 

dimer interface between the bL hemes would be expected, and tested that hypothesis by looking for the 

hysteresis on titration using myxothiazol of the rate and amplitude of reduction of heme bH in the 

presence of antimycin. If monomers acted independently, linear titration curves would be expected.  If 

electron transfer between hemes bL could occur at rates in the range <100 ms, the heme bH in a monomer 

blocked by myxothiazol could still be reduced by turnover of the Qo-site of the unblocked monomer. This 

would be seen as a convex titration curve. We constructed mutants at the tyrosine (Y199) at the axis of 

asymmetry between the two monomers, which was on the direct path for any transfer across the interface. 

Somewhat surprisingly, we found strictly linear titration curves for wildtype and all mutant strains. There 

was no indication of any significant electron transfer across the dimer interface on the timescale of 

turnover, and the kinetics under a wide variety of conditions could all be explained by a monomeric 

mechanism.  

In this light, it was surprising to see later reports from several labs interpreted as demonstrating 

electron transfer across the dimer interface at rates comparable to turnover. We successfully reproduced 

the result of the first such report, but found that the expression system (two copies of cyt b joined by a 

linker span, each carrying different mutations) had facilitated a cross-over recombination to regenerate the 

wildtype monomeric sequence. In subsequent publications it became apparent that the other labs had 

encountered similar problems, ameliorated by growing all strains under aerobic conditions under which 
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the bc1 complex is not required. If they grew the cells under photosynthetic conditions, they also ended up 

with strains that had crossed-over to regenerate the wildtype complex. These results, discussed at some 

length above, and led us to conclude that no report has provided an unambiguous demonstration of 

significant electron transfer across the dimer interface in the <100 ms range. 

In the last section of the paper, I consider more recent work from the perspective of a mechanism 

that is essentially monomeric (though recognizing that coulombic effects between the two monomers 

might have a coordinating role). In that context, the most recent work from the lab provides new insights 

to mechanism especially insofar as these pertain to control functions. In a collaboration with the 

Kaeberlein group, we were able to account for some interesting C. elegans mutant strains, a primary 

change in ISP near the cluster-binder domain leading to 3-fold increase in lifetimes, and repressor 

mutations in the linker region, in terms of the „spring-loading‟ feature consequent on the ISP movement. 

Many secondary physiological and cellular changes accompanied the primary mutation, all reversed in the 

repressor strains, showing an intimate role for the ISP and its action in the aging process. This took on a 

new interest in the context of our characterization of a new intermediate state identified in rapid-

mix/freeze-quench experiments, formed only after heme bL became reduced under backed-up conditions. 

The intermediate product, QH
•
.ISPH

•
, must form from the ES-complex in the distal domain, and the 

spectroscopic data suggest that it is stabilized through a H-bond between ISP and His-152, as in the ES-

complex, but with quite different properties in the product state. This led to consideration of what 

difference in the pathway for the second electron transfer could account for the stability under the backed-

up condition, and some new ideas on the spring-loading scenario, and the in the role of the -PEWY- 

glutamate in facilitating dissociation of the intermediate state in normal forward chemistry.   

 

17. Envoi 

 In this closing section, I want to try to pull together all these rather complex pieces to provide an 

understanding of the Qo-site mechanism simple enough to be sensible, or vice versa. 

A. Formation of the ES-complex.  

 In Fig. 12, the formation of the ES-complex is illustrated to highlight different forces involved in 

the overall process. Starting with the vacant site, we end up with a site in which both QH2 and ISPox are 

bonded through the H-bond connecting them, and with the QH2 also stabilized by the H-bond to Tyr-147-

OH. Binding of both substrates can in principle occur either by binding QH2 then ISPox, or vice versa. In 

the work described above a lot of time was spent estimating the forces involved in formation of these 

bonds, but in each case, the outcome was to show the same result, an apparent binding constant for 

formation of the ES-complex.  

At the top left side of the Fig., the two structures show the change in configuration of the tether 

region when the ISP head group switches between different states of binding. The tether is stretched out 

when the head reaches up to bind at the Qo-site, relaxes to a helical configuration when it is not binding, 

and stretches in a different direction to bind to the heme c1 propionate. This is the basis of the “spring-

loaded” mechanism discussed above. A sequence of states is shown at the bottom of Fig. 12, constructed 

from structures which are in different configurations including (from left to right) the “stretched” state (in 

the stigmatellin bound structure) appropriate to the ES-complex, an intermediate state, the “relaxed” state 

of ISP (in the presence of myxothiazol, and the state bound to a heme c1 propionate (see [128] and Fig. 2 

therein, for details of sources). The scheme is annotated to suggest a plausible reaction cycle. In the 

relaxed state, the cluster-binding volume of the mobile extrinsic domain is not engaged (the action can be 

better appreciated in an animated version of this Fig). No forces act on the linker span, which is in helical 
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configuration. Of course, we are not talking about a mechanical spring; it is a mechanochemical one 

involving making and breaking of H-bonds, but a helix looks like a spring, so it is important to note the 

distinction. When ISP is engaged (with stigmatellin here) at the Qo-site, the linker region is stretched out 

to an extended chain. All the structures showing this stretching are based on interaction with inhibitors, 

but a similar configuration must also be needed in formation of the ES-complex, or the Q.ISPH complex 

reported by the gx=1.800 EPR signal. The change from relaxed to extended configuration (work term 3) 

involves the breaking of 10-12 weak H-bonds, requiring work from the binding reaction (work terms 1 + 

2) [225] (the Supplementary Information detailing the H-bonding changes is available here). When the 

complex dissociates, this work is returned to the “spring”. As discussed in detail below, the Darrouzet et 

al. studies [132-136] provide work terms,     

   
, associated with the formation of the Q.ISPH complex, 

which can be calculated from the    
   

 via     

   
               

   
, where    is the apparent 

equilibrium constant for a chemical process, and    
   

 is the free-energy in electrical units determined 

from the change in redox potential of ISP on binding (see next section), and for the „spring‟ against which 

binding works.  

At the center of the Fig. is a scheme showing the two pathways for forming the ES-complex. One 

can imagine the QH2 diffusing into the site and the ISP head diffusing up from the relaxed state, and 

binding (with work term 1). Alternatively, one can imagine that the QH2 instead interacts with potential 

ligand from the protein, for example Y147, to form a stabilizing bond (work term 2). In either case, to get 

to the ES-complex (the structure top right), the other partner would have to find which ever intermediate 

state had been formed, and the overall work term will be the sum of 1 and 2. Pathway 1 involves the 

process 3, the extension of the „spring‟, - that “diffusion up from the relaxed state” comes at a cost, so the 

question is, does binding force 1 have enough pull? To my mind, it seems more likely that path 2 would 

occur first so that force 2 could help in pulling on the tether.  

However, we need to consider additional contributions, - since the first structures, it has been 

recognized that other H-bonds contribute to the stability of the ISP in its docking at the cyt b interface 

[95, 126-128, 130]. We have focused on the H-bond between the occupant and His-152 of ISP because it 

contributes the major work term.  

The peculiar bond from the trap-door tyrosine (Tyr-302 in Rb. sphaeroides) in the presence of 

famoxadone discussed above, which holds the ISP in an intermediate position, clearly shows another 

possibility [142] (Fig. 8), that of an intermediate state in the transition. We originally identified this 

tyrosine as part of a coordinated set of structural displacements, the -PEWY- seesaw, associated with 

changes in occupancy of the Qo-site, specifically between structures with stigmatellin and myxothiazol 

[84, 126-128]. As the name implies, the tyrosine closes the access port through which the ISP His-152 

makes its H-bond with the occupant; in order for ISP to bind, the port has to open. We now see this 

residue in a new role. The question of interest then is the strength of the bond. Some indication can be 

gleaned from the kinetic studies of Millet et al. [141]; the rate constant for reduction of cyt c1 is changed 

from 80,000 s
-1

 to 5,400 s
-1

 by addition of famoxadone, but this latter is much faster than the leak around 

stigmatellin, or even UHDBT. From this, the H-bond from Tyr-302 to His-152 is relatively weak, and 

could allow a transient binding to aid the transition between the relaxed configuration and that docked 

with the Qo-site occupant. As a transient state it would not affect the overall work terms discussed below. 

B. The Q.ISPH complex 

The spring-loaded idea was originally devised in the context of the Q.ISPH complex (shown by 

EPR band at gx 1.800). In that system, the experimental data from binding studies allow us to put values 

on work term 3 and on work term (1 + 2). Most of the data comes from the tether mutants in Rb. 
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capsulatus from Darrouzet, Daldal and colleagues [132-136]. We can start by considering the structure in 

the presence of myxothiazol; with no extension force applied (represented by the configuration with 

myxothiazol or azoxystrobin occupying the site), the „spring‟ would be fully relaxed; the force required to 

fully extend the tether from that state would then represent the work done against the spring. In terms of 

binding, any complex formed at the Qo-site with a wildtype ISP must, within a small scatter, involve the 

same extension of the tether. The apparent energy of the H-bond can be estimated by measuring the 

change in Em when the tether can be extended without any effort. We assume that in the mutant strain 

with three extra alanines (the 3A residues introduce ~10 Å) in the tether, there is no need to apply any 

force to extend it, then -         is zero. The change in Em (referred to the value with myxothiazol) then 

shows the work available from binding when none is spent on extension of the spring, -     
       

  .  

The measured   
   is 460 mV, which when referred to   

   
 at 280 mV gives a difference of 180 mV. 

Then       
      (   ) =     

   
 = -17 kJ mol

-1
. We can think of this as the intrinsic work we 

could expect from this H-bond.  

Let us now suppose that conditions apply in which work is done against the spring, but      

   
 is 

measured as zero. Then,     

   
        

   
          = 0; from which       

   
 =          = -17 

kJ mol
-1

, because the two forces balance. In that case, we can think of the -17 kJ mol
-1

 as a reference value 

for both bond and extension, and then consider how one or the other (or both) might be changed by 

additional forces. 

In the presence of myxothiazol when there is no binding and no extension,   
   

= 280 mV. This 

compares to the intrinsic Em in the solubilized protein, which is 310 mV. In that case, there is also no 

spring force; the proteolysis site is immediately after the alanine at which Daldal added residues, so the 

linker is not attached to anything, and experiences no force. Similarly, the cluster binding domain contacts 

only waters. We must therefore attributable the difference in Em to unknown forces associated with the 

environment if ISP in the bc1 complex.  

Of course, in most circumstances,     

   
is not zero. We can measure   

   
 with reference to 

  
   

 to get    
   

 in any other strain and use the value to figure how much extra work from bonding 

(beyond that required to extend the tether) is involved. For example, the   
   

 for the Q.ISPH complex 

(the gx 1.800 EPR line) is (coincidentally) also 310 mV, higher than the   
   

 = 280 mV in the presence 

of myxothiazol, giving    
   

= 30 mV and     

   
= -3 kJ mol

-1
. Other departures from these basic values 

can be attribute to additional forces. These considerations are discussed in detail in the notes to Table 2, 

which is adapted from a version published in the supplementary information for [225],  with some 

simplification of terms.  

C. Mechanistic implications  

The work invested in extension of the linker to allow formation of the ES-complex must be in the 

same range as that involved in the other complexes for which we have estimates. The approach through 

   
   

 cannot be applied to formation of the ES-complex, but values for     

   
 ~ -5.8 kJ mol

-1
 can be 

determined from binding expressed through Km values as discussed earlier, and applied using the same 

         to give from     

   
         

    
         , a value for work term (1 + 2).  

Consideration of these values leads to interesting mechanistic insights. As noted above, in normal 

forward flux, after the first electron transfer to generate SQo, the intermediate is rapidly consumed by 

formation of Q on transfer of the electron to heme bL [180]. Somewhere in this process, the bond holding 
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ISPH at the docking interface is lost. Since the intermediate state is formed of from QH2.ISPox, the tension 

on the „spring‟ would not have changed, but would now provide a force favoring dissociation. At the 

instant of dissociation of the QH
•
.ISPH

•
 complex to liberate Q

•-
, ISPH, and H

+
 (rapidly leading to 

protonation of E295), the work stored in the extended linker would be available to pull the extrinsic 

domain towards its relaxed configuration, closer to the docking interface with heme c1. What effect does 

this have mechanistically? Our detailed kinetic model [139, 180] did not consider this step; it was able to 

account for the behavior using     

   
 determined empirically from physicochemical properties 

represented by the equilibrium constants.  However, it was noted that in order to minimize bypass 

reactions, a more rapid re-oxidation of ISPH was required than expected on the basis of an unbiased 

diffusion of the extrinsic domain of ISP, implemented in that model by increasing the rate constants for 

the equilibria for heme c1 oxidation while maintaining their ratio. We had recognized when the model was 

published that this was artificial and might alternatively indicate an unrecognized gating process. The 

„spring-driven‟ reconfiguration above would provide such a gating effect quite naturally since it would 

bias the transition towards the cyt c1 interface by the substantial work (~-17 kJ mol
-1

) stored in the spring, 

to facilitate rapid oxidation to ISPox. From this, the kinetic model will require substantial revision to deal 

with contributions of the work term from the “spring”. 

D. Modelling of the first electron transfer though quantum chemistry 

 Fig. 13 shows clips from a nice movie generated by my colleagues Angela Barragan and Ilya 

Solov'yov in an extension of the collaboration with the Schulten group [167]. I can make no claim to have 

contributed to the calculations, except in terms of the preceding paper [164]. However, in the spirit of 

“…a picture is worth a thousand words…”, the movie will save the reader from yet another few pages of 

dense argument and make an important point.  The two energy landscapes of Fig. 6 show similar profiles 

for the first electron transfer, one derived from parameters generated from biophysical measurements, and 

the other from QC calculations on states from MD simulations. The movie shows the progress of the 

reaction over the activation barrier as seen in the evolution of the highest occupied molecular orbital 

(HOMO) on transfer of the electron and proton from QH2 to ISPox. The QC calculations treat the model as 

a composite quantum chemical object in a superposition of states. As a consequence, the complexity 

increases as a power of the number of atoms, and this model is at the extreme of the practicable. The 

movie expresses at a high level of sophistication the hypothetical mechanism for the first electron transfer 

introduced 18 years ago [151], fleshed out through the history summarized above, and validated by the 

similarity of the energy landscapes.  

This would be a nice place to close my own chapter on the first electron transfer, except for the 

fact that the movie appears to leave the QH
•
 component of the intermediate product naked. Since this is 

the substrate for the second electron transfer, it would be nice to see it clothed, not shown here. The QH
•
 

component must have its own unpaired electron, so there should be a new orbital occupancy associated 

with the state, calculable by similar QC approaches.  

It should be noted that there is an important difference between the QM state calculated above, 

and the QH
•
.ISPH

•
 intermediate seen by EPR in the rapid mix/freeze quench experiments. Barragan et al. 

[167] noted that electron transfer went to completion only if their reaction model included E295 in 

carboxylate state as an acceptor for H
+
. They could replace Y147 by a bridging water, but either Y147 or 

the water were needed to serve a relay function to transfer the proton from QH
•
 to E295-COO

-
 as 

acceptor. These would all be plausible states associated with rapid forward chemistry in which E295 is 

initially available in the carboxylate form as H
+
 acceptor. However, the QH

•
.ISPH

•
 state accumulates only 

when heme bL is reduced. We discuss below a hypothesis that under these circumstances, E295 might be 
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trapped in its acidic state, perhaps because in the reduced form of the heme, its propionate is protonated, 

and unavailable as H
+
 acceptor. In the QH

•
.ISPH

•
 state there is strong evidence from the magnitude of the 

EPR signal, for spin sharing between QH
•
 and ISPH

•
, and from ESEEM spectroscopy, that they remain H-

bonded through the H-bond with H152 Nε. As discussed above (Section 12 B C), the complex likely 

remains in a superposition of quantum states which in principle should be appropriate for calculation of a 

shared molecular orbitals associated with both product states.   

E. The configurational changes in the structure through which transfer of the second 

electron is implemented  

The murkiest part of the whole mechanism is what happens between the generation of the 

intermediate state and the arrival of an electron on heme bL.  Although the experiments showing the 

kinetics of formation of QH
•
.ISPH

• 
complex could benefit from higher precision and better 

reproducibility, with the provisos above, the kinetics conform well to the expectations of our model. 

Indeed, no mechanism for the bifurcated reaction following the pattern for the first electron transfer 

supported above could proceed without an intermediate state like that proposed. A second thing to bear in 

mind is that the relatively stable state seen in our rapid mix-freeze experiments is formed only when heme 

bL is reduced. We have useful information on kinetics when heme bL is initially oxidized from the earlier 

experiments of Zhu et al. [140], who measured the kinetics over first 2 ms of reaction after mixing the 

oxidized bc1 complex with 10-fold excess of QH2, and followed the kinetics of formation of ISPH
•
 and 

the reduction of heme bL. When both b-hemes were initially oxidized, the two reactions occurred in a 

small fraction of centers (~10%) apparently simultaneously over the first 200 μs, presumed to show an 

intermediate process that involved no significant additional reactant. However, from the close match of 

the kinetics, they concluded that no intermediate SQ species was involved. This conclusion was perhaps 

too hasty. From our own experiments, a SQ species must have been involved, but the occupancy was so 

low that that they did not detect it, - the situation shown in our model kinetics. Their data show a lag of 

~66 μs before the electron transfer kinetics start, which included a 50 μs „dead‟ phase, so that the 

remaining 16 μs of the lag provides a limited interval for intermediate processes, including binding of 

QH2 and formation of the intermediate state. In that context, their data and ours agree, because under their 

conditions, we saw no intermediate accumulate, and their lag is a little shorter than the 20 μs estimated 

from our kinetic measurements above. In my view, there is no contradiction between the Zhu et al. data 

and our own. The kinetics seen in Millett‟s studies [141] discussed above, also show a similar constraint 

on occupancy of intermediate states.  

The crystallographic data above showing binding of inhibitors were discussed in terms of the 

participation of residues (Glu-295, Tyr-147, Asn-279) for which changes in behavior in strains mutated at 

these residues showed functional participation. Data from Glu-295 mutations were interpreted as 

demonstrating the role of E295 in H
+
 transfer out of the site, and a possible role through side chain 

displacement in facilitating the movement of Q
•-
. In E295W, the mutant with bulkiest side chain, the slow 

rate might likely have also reflected impediment to movement. The evidence from kinetics studies with 

these E295 mutant strains was interpreted as showing  that both H
+
 exit and SQ movement are necessary 

for normal forward chemistry. [128, 129, 139]. The data from the Tyr-147 mutants of Saribas et al. [198], 

showed no effect from any of them on binding of Q or stigmatellin with ISPH (as determined by the lines 

in the EPR spectrum at gx=1.800 or 1.783, respectively.  However, they measured the kinetics as a 

function of the poise of the Q-pool in this set of Y147 mutants, and observed different shifts in Eh at 

which the kinetics reached 0.5Vmax, from which apparent Km values could be estimated. These could have 

been interpreted as changes in binding of QH2 to form the ES-complex dependent on the size and polarity 

of residue substituted on mutation. However, it is worth noting that the smallest effect was in the Y147F 
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change, which seemed to show that the -OH of tyrosine was relatively unimportant. The effects of 

mutation at Asn-279 were less dramatic; as discussed above (Section 10 A), the rate of heme bL reduction 

following a second flash was much slower than in wildtype, interpreted as showing that after the first 

flash, dissociation of E295-COOH was retarded so that regeneration of the E295-COO
-
 needed to accept a 

H
+
 after the second flash became limiting; stabilization of the water chain by N279 was important in 

allowing E295 to cycle through protonation states leading to transfer of H
+
 to the exterior.  

In general, we suggested a mechanistic scheme in which the transfer of a proton from QH
•
 to 

glutamate to form E295-COOH allowed the intermediate complex to dissociate, the rotation of the 

sidechains, and structural displacements allowed access of the Q
•-
 to the proximal domain to allow rapid 

electron transfer to heme bL, and exit of Q, rebinding of QH2, and regeneration of the E295-COO
-
 on 

transfer of H
+
 to the water chain completed a cycle allowing the next turnover to occur. The involvement 

of Y147 in binding meant that the direct involvement of E295 had to be revised, the transfer of a H
+
 to the 

glutamate had to be indirect. The strong inhibition with all E295 mutants showed that it was nevertheless 

essential, and the N279 mutants were consistent with a role in stabilizing the H
+
 bonded network of 

waters. The structures of Figs 7 and 8 with different inhibitors bound showed the importance of 

specificity of H-bonding to occupants in reconfiguring the site and highlighted the diversity of 

interactions allowed by rotational displacement of sidechains, but also brought home the message that, 

since each structure was necessarily static, they give no information on the dynamics. 

I now want to use two other structural models to illustrate the role of some of these residues in 

proton exit. The first is based on the structure of yeast complex with HHDBT bound (PDB 1P84), and the 

perceptive discussion by Palsdottir, Hunte and colleagues [203] in the context of the binding of that 

inhibitor, of a putative water chain to facilitate the proton exit pathway; - the same water chain we had 

proposed in 1999 [129] on the basis of MD simulation, and they had shown in an earlier structure. Their 

model is shown in the context of structure in Fig. 14 A. The second model (Fig. 14 B) is a similar view of 

a frame from an MD simulation of the formation of the ES-complex in the Rb. sphaeroides bc1 complex.  

With respect to the first model, I cannot do better than refer the reader to the original paper [203]. 

The authors frame their discussion in terms of the pathway for proton exit inferred from the water chain 

populated in MD simulation, and the different configurations of the -PEWY- glutamate [129, 130], and 

developed independently by Hunte et al. in the context of the yeast structure reported shortly thereafter 

[204]. Their original structure, in which Glu-272 was involved in binding with stigmatellin, revealed a 

network established by H-bonding of residues Arg-79, Tyr-132, Asn-256, and Tyr-274, with several 

crystallographically determined waters and their interaction with the heme bL propionate. In [203], they 

went on to elaborate the discussion of this network in the context of changes in its configuration in the 

structure with HHDBT bound. They revealed the anionic nature of the hydroxyl involved in its binding to 

ISPH, and noted that, compared to the liganding of stigmatellin, the carboxylate group of Glu-272 was 

not involved in binding HHDBT. The ring >C=O of the inhibitor is H-bonded to a water providing a 

bridge through a second H-bond to the backbone >NH of Glu-272, and the side chain of the glutamate 

was dramatically rotated out of the Qo site, with a water bridged hydrogen bond connecting the 

carboxylate to the heme propionate. They extended the earlier network, and introduce Tyr-274 and His-

253 as additional players, all in the context of specific waters molecules defined in the structure. In 

constructing Fig. 14A, I simply followed their detailed instructions on how to connect the network. The 

difference in the configuration of the glutamate in structures with stigmatellin and HHDBT is essentially 

that which we had noted earlier between stigmatellin and myxothiazol (Fig. 7) structures, from which we 

had suggested the movement of SQ in the site [129]. However, in contrast with myxothiazol (Fig. 7), or 
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the MOA-type inhibitor, azoxystrobin (Fig. 8), both binding in the distal lobe, although the glutamate is 

rotated away from the inhibitor, both UHDBT (see below) and HHDBT are in the distal lobe. 

As noted earlier, a very different liganding is seen in the only other structure with a similar 

molecule, that for UHDBT in the bovine complex (PDB 1SQV, [166]), as seen in Fig. 7, with the H-bond 

to the ring >C=O provided by Tyr-132. The obvious question is what differences in the two crystals leads 

to this configurational difference in the binding of HHDBT in the yeast complex. In the yeast structure, as 

noted above, 6-OH of the benzothiazole ring through which the H-bond to His-161 of ISPH occurs in 

HHDBT is in the dissociated state. In the bovine structure, as shown in Fig. 7, the >C=O across the 

benzothiazole ring is involved in the H-bond with Tyr-132, but the state of dissociation of the -OH H-

bonding His to ISPH is not discussed. In this structure, Glu-271 (in bovine numbering) is rotate away 

from inhibitor, and H-bonds with the backbone O of Leu-250, but there is no group H-bonding to the 

glutamate backbone N, so the link to L250 is the most obvious force stabilizing this configuration.  

In Fig. 14 B, a frame from Stuart Rose‟s MD simulation of formation of the ES-complex in the 

bc1 complex from Rb. sphaeroides is shown, from a trajectory similar to that discussed in [165]. The 

residues are equivalent to those identified in Fig. 14 A; in Rb. sphaeroides numbering, Arg-64, Tyr-147, 

Asn-276, Glu-295, Tyr-297 of cyt b. Also shown is His-152 of ISP, and one of the S-atoms of the cluster. 

The waters are not crystallographic, but from the simulation, and all exchange with the external P-phase 

(at the bottom) within a few frames of the trajectory, with small changes in position as expected from 

mobile elements. Those shown here are selected as within 6 Å of the residues above. Inspection of the 

surfaces of the proteins (Fig. 15) shows that some of the waters near the bottom are outside the cyt b 

protein but are likely connected to the network to the P-phase. Several possible channels are, most 

prominently, the one identified in [204] running up past Arg-94 and the A propionate of heme bL 

(middle), a second channel (left)  running up via His-276 (or an aspartate) to Glu-295, and a third less 

well-populated (furthest right), at the inter dimer interface. (As briefly noted above, His-276 is not 

conserved in mitochondrial complexes; more commonly, as in bovine and avian complexes, an aspartate 

is found at this position.)  The first two chains might converge in the volume between E295 and N279; 

depending on the occupant, with small excursions, any of these residues could connect to the network.  

Note that no waters appear close to the residues involved in binding the QH2. In the ES-complex, the 

volume around the H-bond between QH2 and Tyr-147 is insulated from the network by the tyrosine ring, 

and waters are excluded from the anhydrous volume around the H-bond through which QH2 interacts with 

His-152 of ISP and the cluster, where the interface between cyt b and ISP proteins is tight (as noted in 

[82, 161]. However, in the Palsdottir et al. structure, a water provides a bridging H-bond from carbonyl 

=O of HHDBT to the amide >NH of the E272 backbone.  

As discussed elsewhere [165, 178], the MD simulation in which inhibitors were replaced by Q or 

QH2 at Qi- and Qo-sites, respectively, shows ES-complexes at both sites configured as expected from the 

biophysics of turnover. In the present simulation, the ES-complex at the Qo-site is configured as in the 

earlier studies in collaboration with the Schulten group on the Rb. capsulatus model [164, 167], which 

provided the initial configuration from which the quantum chemical model and studies discussed in the 

context of Figs. 6 and 12. This model is therefore in a potentially functional configuration. However, 

essentially the same ES-complex was formed when the Qi-site was occupied by antimycin (Stuart Rose, 

unpublished), as in our kinetic studies. In that context, the point of interest is that in general, the sidechain 

orientations in the Qo-site fall within the range implicit in the different crystallographic structures in Figs. 

7 and 8. The difference from the crystallographic models is that the MD simulation is dynamic and can 

explore configurations potentially accessible and explore the frequency with which functional 

configurations are established.  
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A clear conclusion from this section is that the structures provide evidence for a plasticity of 

connectivity in the volume in the lobe of the Qo-site more proximal to heme bL. This volume includes 

groups that provide the secondary ligands across their ring structures for inhibitors H-bonded to His-152, 

and is also the volume in which binding of the MOA-type inhibitors (and similar) occurs. Our earliest 

analyses after structures became available had shown that mutations effecting binding of these proximal 

lobe inhibitors, also effected forward function [127]. Another clear conclusion from the diversity of 

structures, and their locations in this volume is that the protein „stretches‟ to accommodate. This is also 

the volume through which Q
•-
 would have to move to occupy the proximal domain, and in which the 

cycle of dissociation and association of Glu-295 would have to operate. This plasticity opens up many 

avenues for speculation, but supplies little in the way of useful constraint. 

F. The second electron transfer, from QH
 •
ISPH

 •
 to heme bL 

The mechanism proposed for the transfer of an electron to heme bL and a proton to the P-phase 

requires that E295 is initially in the carboxylate state. What of the other players? In comparing the 

reaction model with crystallographic structures, it should be borne in mind that in the latter, binding in the 

distal domain involves an inhibitor, with an H-bond to the reduced ISPH, this is also the case on binding 

Q in the gx 1.800 complex. In the ES-complex, the binding is of QH2 with the oxidized ISP. There are 

several important differences.  

i) The ES-complex forms only under metastable conditions: the redox potentials of QH2 and ISPox 

are such that they can never co-exist under the equilibrium conditions needed for crystal growth. 

Simulation is our only approach to exploring their structures, and spectroscopic tools the only way to 

explore the bonds involved.  

ii) The H-bonding requirements are quite different; with QH2, both -OH groups are H-bond donors, 

but with Q, both =O groups are H-bond acceptors. All things being equal, from the weak effect of 

mutation to phenylalanine, it was a little surprising that Y147 should be a partner in binding QH2; 

however, the QM simulation shows the tyrosine as dissociated, with the QH
•
 -OH group as donor to the 

H-bond. This opens the possibility for the relay function proposed [164, 167], but begs the question of 

what promotes the dissociation.    

iii) For the electron transfer to occur, the bL heme must be in the oxidized form. However, since the 

Em is pH dependent, on reduction, the heme (or a ligand) must also bind a H
+
, likely at one of the heme 

propionates. Since the charge of the electron is mostly on the Fe, and the carboxyl-group of the 

propionate A is 6.48 Å distant, the reduction will generate an asymmetric change in the coulombic field 

compared to any field on the oxidized state.  

iv) Other potentially charged groups are Tyr-147, Arg-94 and His-276 (or aspartate in the equivalent 

position in bovine or avian sequences). As noted above, in E295 mutants, the strong inhibition of electron 

transfer is partly relaxed at higher pH, showing a pK in the range ~8.5, which might reflect dissociation of 

QH
•
 itself, or of the tyrosine or the histidine as possible alternative acceptors for the H

+
 from a QH

•
 with 

lower pK. All these groups are potentially connected to the network of H-bonded waters. However, given 

that His-276 is replaced by an aspartate in many mitochondrial sequences, it is not a very plausible 

candidate. In that case, the tyrosine is the most likely contender. As noted above, if the pK ~8.5 is 

associated with dissociation of QH
•
, and if E-295 is the H

+
 acceptor, this would demand a dramatic 

changes in pK of the glutamate on cycling between acceptor (from QH
•
) and donor (to the propionate of 

ferriheme bL, or to an aqueous phase in the neutral range) functions. 

 

G. Mechanism of the second electron transfer of the bifurcated reaction 

With these considerations in mind, we might now sketch out a mechanism.  
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a) From the rapid mix-freeze experiment (in which excess ferricyt c is mixed with the partly reduced 

complex) we can say that, starting from the ES-complex occupying the distal domain of the Qo-site, the 

intermediate complex, ISPH
•
.QH

•
, shows no detectable occupancy when measured at 60 μs when heme bL 

is oxidized before mixing. If heme bH is initially oxidized and antimycin is present to block its oxidation, 

occupancy is still low at ~1ms, by which time heme bH is largely reduced and heme bL is beginning to get 

reduced in the second turnover of the Qo-site. In effect, occupancy is delayed until the third turnover 

when heme bL is reduced.  

b) If heme bH is initially reduced, the ISPH
•
.QH

•
 state accumulates in the second turnover as heme 

bL gets reduced on the first turnover. Preliminary experiments (R. Burton [223]) show the in the E295Q 

mutant, the ISPH
•
.QH

•
 state accumulates without delay in the first  turnover even when the b-hemes are 

oxidized, but to a lower amplitude.  

c) When turnover is measured in chromatophores, heme bH starts to go reduced within ~20 μs of the 

generation of ISPox (after a ~100 μs lag as electrons are pulled out of the high potential chain); all 

intermediate processes must therefore be rapid. A similar lag is seen on mixing QH2 with the oxidized 

complex [140], or when, with Q/QH2 reduced by succinate, heme c1 is rapidly oxidized (1 μs) by photo-

oxidation of a ruthenium complex [141].  

d) Measurements on flash illumination of the complex in situ in chromatophores show that when the 

H-bonded network for H
+
 transfer is slowed by mutation of N279, the reduction of heme bL on the second 

turnover of the chain is slowed more than the first. We suggested a possible mechanism in which E295 -

COO
-
 cannot be regenerated rapidly from the -COOH formed on transfer of the H

+
 from QH

•
 in the first 

turnover, because the network is in some way “gummed up”. This is consistent with a requirement for the 

carboxylate form for rapid dissociation on the second turnover.  

e) From this, both an oxidized acceptor (ferriheme bL) and a H
+
 acceptor (E295 -COO

-
) must be 

available for rapid oxidation of ISPH
•
.QH

•
.  Oxidation of ISPH

•
.QH

•
 requires dissociation to ISPH

•
, Q

•-
, 

and H
+
, each processed through its own path, all occurring fast enough in normal forward flux to allow 

the electrons to reach heme bH in <20 μs.  

Although protolytic reactions are represented only implicitly, all these processes are included in the 

kinetic model published in 2013 ([139], and see Table 1 and Fig. 9 therein).  

f) The ES-complex forms with the ISP protein docked at cyt b, pulled from the relaxed 

configuration seen in the presence of myxothiazol, and held in place by the binding force stabilizing it. 

The intermediate complex forms in the same configuration, held in place by binding of the intermediate 

state, with a binding force, likely changed, but also working against the “spring” to give     

      
 

        
    

         . On dissociation to products, ISPH
•
, Q

•-
, and H

+
 in normal forward chemistry, the H-

bond providing the binding force is lost, and the retractive force of the spring will pull ISPH
•
 away so that 

it is free to diffuse over to dock on cyt ferric1.  

g) If heme c1 and cyt c2 are oxidized (by 2P
+
 generated on flash excitation in chromatophores), 

ISPH
•
 will be rapidly oxidized. This rapid removal of the product would make the dissociation practically 

irreversible, and would initiate a subsequent turnover once the Qo-site is vacated.  

h) In the original kinetic model [139] all rate constants were defined with respect apparent 

equilibrium constants, initially for formation of the ES-complex,     

   
, and for the limiting first electron 

transfer, with ratios of forward and reverse rate constants as appropriate, and with values derived from 

kinetic measurements. In the published version, the modelling kinetics were extended to simulate up to 

three turnovers of the Qo-site when antimycin blocked oxidation of heme bH. This version is available on 

request as a Dynafit model. Stuart Rose has versions of the model in MatLab, and an implementation of 

the Gillespie algorithm also in MatLab, which gave, in effect the same outcome. However, none of these 

versions have been modified to deal with the spring-loaded scenario. Apart from the treatment of the 
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diffusion of SQ, no complexity associated with specific partial processes in the second electron transfer 

was attempted; the limitation associated with mutation of E295 was simulated by lowering the diffusion 

step.  

In order to include dynamics of the spring in the kinetic model, it needs to be revised to take account 

of the action. The equilibrium constant for formation of the ES-complex (QH2.ISPox) must be 

deconvoluted as implicit in the terms in     

      
         

    
         , including the contribution of 

additional forces in the two terms on the right. After formation of ISPH
•
.QH

• 
in the first electron transfer, 

the ISP protein must remain docked at cyt b, but now with ISPH
•
 as H-bonding partner, with a similar set 

of terms for the intermediate state (IS) involving     

      
, in which the second H-bond to Y147 

contributes a different        
    

 to        
    

.  To generate the same output, the overall values for the binding 

constants must remain the same.  This is not a trivial exercise, and I have not attempted this revision, 

because I am in no position to explore the validity of any change by new experiments. However, I invite 

others to the fray. In the original model, we found that the rate constant for oxidation of the high potential 

chain had to be artificially large to get the observed kinetics. It seems likely that this artificiality would be 

eliminated by including the action of the “spring”.  

H. Parameters for participation of Glu-295 

The story so far explains the rapid forward chemistry in terms of processes that we can justify 

from direct experimental measurements. However, there are several partial processes that can be inferred.  

a) Given the distances involved, and the rate constants required, the Q
•-
 liberated on dissociation 

must move ~5.5 Å from the distal to the proximal domain to be oxidized rapidly. Side chain rotations (1-

10 ns) [245], and 1-D diffusion along the constrained path (<100 ns) allow estimation of a value for kdiff in 

the range 10
6
 to 10

8
 s

-1
, and in our kinetic model [139], values in this range generate observed kinetic 

behavior. Given the high kforward for electron transfer from Q
•-
 to heme bL at the distance involved, this 

movement becomes limiting at the low end of this range. 

b) The next question to consider is the cycle of processes involving E295 leading to proton 

exit, including a role of the heme. Our perspective on this cycle depends on the pK values of the groups 

involved in H
+
 exchange. Rich and Bendall [246] have a useful Table of values for physicochemical 

parameters for a wide range of Q/QH2 couple, including ubiquinone, from which for dissociation of QH
•
 

has pK 5.9 in solution, compared to the pK of glutamic acid at ~4.3. I have discussed the dissociation of 

QH
•
 above in the context of the pK ~8.5 determining the rate in E295 mutants, and pointed out that a 

more plausible candidate is Tyr-132. Although pK values for dissociable groups can be displaced over a 

very wide range by local chemistry of the protein, in the Qo-site, it does not seem plausible that the pK 

values for either the intermediate QH
•
 or E295 could be shifted this far. The simplest model for the 

chemistry would have both QH
•
 and E295-COOH with operational pK values close, and in the range 

below the pK of ~6.5 observed for the overall rate. The following sequence then seems likely: after the 

first electron transfer, with QH
•
.ISPH

•
 still bound, the -COO

-
 sidechain of E295rotates so as accept the 

proton from QH
• 
(either directly or via Y132), allowing the intermediate complex to dissociate. E295-

COOH then rotates away, allowing transfer of the H
+
 to the network, and opening the volume into which 

Q
•-
 can move. The rotation makes the E295 backbone >NH accessible as H-bond donor, likely to the 

>C=O of Q
•-
, leaving the >C-O

-
 close to ferriheme bL for rapid electron transfer. On reduction, a heme 

propionate likely becomes protonated. Transfer of the H
+
 to the heme propionate would then represent a 

coordinated transfer of the electron and the proton to the heme. The H-bonded water network of Palsdottir 

et al. [203] has E295 H-bonded to the propionate A of heme bL through a bridging water. Transfer on 
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reduction, and then release on re-oxidation, would all occur in <20 μs in normal forward chemistry. E295 

is also directly H-bonded to H276 (using Rb. sphaeroides numbering), but that residue is not conserved; 

in most mitochondrial bc1 complexes, including bovine and avian, an aspartate is found, but the histidine 

in yeast is also found in the Rhodobacter. 

c) In the condition in which the QH
•
.ISPH

•
 state accumulates, the heme bL is reduced. 

Perhaps reduction of the heme freezes the network in some way, so that E295 -COOH cannot dissociate 

and the proton cannot exit. The propionate would be unavailable as H
+
 acceptor, and this might be reason 

enough to account for the inhibition, or perhaps in the carboxylic state, the H-bonding potential of E295 is 

different enough that the Palsdottir network has a different configuration. In normal forward chemistry, 

the cycle of E295 protolytic states, dissociation on oxidation of QH
•
.ISPH

•
, and movement of Q

•-
, 

discussed above must of course be speculative, but for any cycle, the network will re-open within the <20 

μs time for transient reduction and oxidation of heme bL, insignificant with respect to the limiting first 

electron transfer. In revising the kinetic model, it will be necessary to include the E295 cycle through 

explicit processes, and include a role for the heme propionate, and for Arg-94, its H-bonding partner in 

the oxidized heme.  

d) The water chains connect the volume to the Qo-site to the P-phase, but there are two channels, 

one leading to Arg-94 and the propionate and the other to H276. How are these involved? At present, we 

can only guess, but the many different configurations offered in crystallographic structures, and more so 

in MD simulation, offer plenty of room for speculation. Maybe, since the histidine is not conserved, we 

can discount a specific role for that channel. The arguments above suggest that this largess might be 

further constrained by additional experiments and computational modeling. Unfortunately, the lack of 

funding also killed off any further progress in the prodigious efforts made by Stuart Rose in improving 

and exploiting both our models from MD simulations, and those from kinetic modelling.  

 

I. Protection against SO
-
 generation 

The final question I want to address is that of protection against SO
-
 generation. In the forward 

reaction sketched out above, our kinetic model shows that SQ is accumulated to significant occupancy 

only under backed-up conditions. Under “open” conditions it is removed so rapidly that participation in 

such bypass reactions is minimal.  When SQ does accumulate, it is trapped in the QH
•
.ISPH

• 
complex at 

the distal domain, and therefore removed enough from the reduced heme bL that rate constants are at least 

10
3
-fold lowered. In the 2013 model, this separation of SQ from interaction with ferroheme bL was 

implemented by introducing a coulombic bias in the forward and reverse rate constants for SQ diffusion. 

This somewhat artificial bias would now be unnecessary since the stability of the QH
•
.ISPH

•
 state 

provides the same function.  

Since the time of flight in the mixing experiments is through free air, but the QH
•
.ISPH

•
 state 

does not decay, it is apparently also unreactive with O2 on this time scale when bound, and this therefore 

protects against SO
-
 generation.  

This two provisions, the separation by distance from heme bL, and the lack of reactivity with O2,  

would provide the fix to the Q-cycle sought by Osyczka et al. [177]. 

The mechanistic model above depends heavily on the validity of the rapid mix/freeze quench 

experiments, sadly  truncated by funding failure. I hope that others will revisit this approach. The 

Osyczka group [217, 247, 248] have found an ISPH
•
.QH

•
 state with quite different, but also complex EPR 

spectra, formed over a longer time scale, and so unlikely to be an intermediate of interest in normal 

forward chemistry. However, they invoke the state as protective against SO
-
 generation. Neither of these 

states shows the symmetrical SQ signal shown in earlier experiments [139, 143, 144]. It would be 
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interesting to compare the protocols under which the states are trapped. Rapid freezing at liq. N2 

temperatures in our experiments seems to be the main difference; there are accounts of changes in the 

physical state of waters bound in protein over the temperature range of the different freezing protocols 

[249] that might explain the different properties. In addition, kinetic resolution depends on the rate of 

cooling; with the spinning wheels, the dimensions of the jet lead to freezing to liq. N2 temperatures in the 

low μs time range. With injection into freezing mixtures, the rate depends strongly on droplet size; with 

heterogeneity in the population,  rates can cover a wide range, extending to the 10 ms range. 
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Residue 

Asn-279 

heme bH red 

(e/bc1/s
-1

) 

% of 

wildtype 

heme bL red 

(e/bc1/s
-1

) 

% of heme 

bH rate 

Wildtype 500 100 334 67 

N279D 179 35.8 83 46.4 

N279I 200 40 32 16 

N279F 112 22.4 31 27.7 

Table 1. Rates of electron transfer in the b-heme chain in 

mutants interfering with H
+
 exit. Reduction of heme bH was 

measured on the first flash, that of heme bL on the second flash. 
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Table 2. Estimated values for the work terms associated with interaction of ISP with the Qo-site for 

changes between different states of occupancy or on mutation. 

Configuration     
     

mV (a) 

    
   

 

mV (b) 

     
   

 

mV (c) 

       
    

  

kJ/mol (d) 

         

kJ/mol (e) 

    

   
 

kJ/mol (c) 

in situ, wildtype 

myxothiazol 

 

310 

 

280 

 

0 

 

0 + 0 

 

0 

 

0 

Q.ISPH  310 30 -17 + (-3) -17 -3 

stigmatellin.ISPH  540 260 -17 + (-25) -17 -25 

UHDBT.ISPH  350 90 -17 +(-8.7)  -17 -8.7 

ES-complex (f) 

QH2.ISPox 

 

not applicable 

 

-17 + (-5.8) 

 

-17 

 

-5.8 

hinge mutants  

A46T 

  

386 

 

106 

 

-17 

 

-6.75 

 

-10.25 

2A  410 130 -17 -4.6 -12.6 

3A  460 180 -17 0 -17 

interface mutant (g) 

isp-P→S 

 280 0 -17 + 8 -17 8 

 

Notes: 

The exercise here is necessarily over simplified but will give a flavor of the forces at work. The 

principle is to assume that extension of the tether region from the relaxed helix of the “spring” costs the 

same work in all structures in which the head group H-bonds to an occupant, and that H-bond has a value 

in the same range so that, in the net, forces cancel. Then we add or subtract from these values by 

additional work terms to account for specific instances.   

(a) The Em,7 value of the Fe2S2 cluster in the proteolyzed extrinsic domain of wildtype, taken as an 

intrinsic property in the absence of protein contacts. 

(b) The apparent Em,7 measured in situ ,     
   

. The Em,7 in the presence of myxothiazol is taken as the 

reference for      
   

 in calculating affinity values. The difference from the intrinsic value (a) is 

attributable to the location for ISP in the complex, and a constrained local environment that differs 

from the free aqueous environment for measurement in the soluble extrinsic domain. 

(c) Values calculated from     

   
          

   
, using data from the literature, as follows:  UHDBT 

[58], stigmatellin [69], myxothiazol [132, 137], Q.ISPH [82, 137], QH2.ISPox [82]. The value comes 

from subtraction of column (e) from column (d). 

(d)        
    

  is contributed by the sum of        
    

 and         
    

. The first term is the part of the binding 

of the occupant attributable to the H-bond, and the second term is attributable to additional terms. The 

sum acts against the “spring” and subtraction of the spring force leaves    
   

        
   

. The 

division between contributions from each term is somewhat arbitrary but reflects an assumption that 

the H-bond to H161 Nε has the same strength in all complexes. Likely in the stigmatellin complex, the 

H-bond to E272 accounts for much of the additional        
    

= -25 kJ.ml
-1

 value contributing to   
   

. 

With Q as occupant, we assume that extra forces have negative ΔG (are favorable), except in mutants 

in which no gx=1.80 line (from Q.ISPH) is seen. Then the contribution to binding is a positive ΔG, 

but the value shown is somewhat arbitrary. Mutations in the docking surface of ISP will hinder 

binding, and lessen the total, and are included as a positive contribution to        
    

. 
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(e)          
     

 and        
     

  are terms associated with         . With no extension force applied 

(represented by the configuration with myxothiazol or azoxystrobin occupying the site), the “spring” 

would be fully relaxed; the work done against the spring, assumed here to be the same (-17 kJ/mol) 

for all configurations. Any extra work would then represent a complex with ISP formed at the Qo-site. 

In the linker mutants,          is lessened by a positive        
     

. The minimal binding energy can 

then be equated with the value for     

   
 when binding can occur without any extension. Here we 

assume that when no extension is required (3 alanines introduce a slack of ~10 Å),     

   
 

          -17 kJ/mol. For all configurations in which the linker is fully extended, this work term is 

balanced by the binding free-energy, with the difference given by     

   
 (see notes (b, c)).  

(f)     

   
 is estimated from the either the change in Em of Q/QH2 from that in the pool (ΔEm,7 = 30 mV, 

    

   
          .  kJ/mol) or from the change in pK

app
 of ISPox (ΔpK ~1,     

   
 

  .      p    .  kJ/mol). See for further discussion [82]. 

(g)    ocation of the change in binding to the spring or binding free energies is somewhat arbitrary. 
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Figures 

 

 

 

Fig. 1 The modified Q-cycle. The structure of prosthetic groups involved is taken from a molecular dynamics (MD) 

simulation of the Rb. sphaeroides bc1 complex, in which ubiquinone has been modeled at the Qo-site (as QH2) and at 

the Qi-site (as Q). The ISP is modeled as in the oxidized state, with the Nε of His-152 dissociated. This modeling 

leads to formation of an ES-complex as discussed in the text.  

Numbered reactions in the scheme (left) correspond to reaction numbers (right). Each of these main 

processes may involve several partial reactions, as represented in the kinetic model. N and P subscripts refer to 

aqueous phases of negative and positive proton potential (N-phase and P-phase in scheme). 

  

1 

2, 3 

4 

5 

6b 

6a 
Formation of ES1-complex 

(1) 𝐸𝑏𝐻𝑏𝐿 …𝐼𝑆𝑃𝑜𝑥  𝑄𝐻 ⇌ 𝐸𝑏𝐻𝑏𝐿 . 𝑄𝐻 . 𝐼𝑆𝑃𝑜𝑥   
 

1
st
 e

-
 transfer (to high potential chain)  

(2a) 𝐸𝑏𝐻𝑏𝐿 . 𝑄𝐻 . 𝐼𝑆𝑃𝑜𝑥   ⇌   𝐼𝑆𝑃𝐻•. 𝑄𝐻•. 𝐸𝑏𝐻𝑏𝐿  

(2b) 𝐼𝑆𝑃𝐻•. 𝑄𝐻•. 𝐸𝑏𝐻𝑏𝐿 ⇌  𝐼𝑆𝑃𝐻•(𝑚𝑜𝑏𝑖𝑙𝑒)  
                                                             𝐸𝑏𝐻𝑏𝐿 . 𝑄𝐻

• 

   

(3) 𝐼𝑆𝑃𝐻•. ℎ𝑒𝑚𝑒 𝑐 
+ ⇌ 𝐼𝑆𝑃𝑜𝑥 . 𝑐   𝐻𝑃

+ 

 

2
nd

 e
-
 transfer (to low potential chain) 

 (4)  𝐸𝑏𝐻𝑏𝐿 . 𝑄𝐻
• ⇌ 𝐸𝑏𝐻𝑏𝐿

  𝑄  𝐻𝑃
+   

 (5)          𝐸𝑏𝐻𝑏𝐿
 ⇌ 𝐸𝑏𝐻

 𝑏𝐿     

 

Qi-site reaction 

 (6a)  𝐸𝑏𝐻
 𝑏𝐿  𝑄  𝐻𝑁

+ ⇌ 𝐸𝑏𝐻𝑏𝐿𝑄
• (𝐻+)     or  

 (6b )𝐸𝑏𝐻
   𝑏𝐿𝑄

• (𝐻+)   𝐻𝑁
+ ⇌ 𝐸𝑏𝐻𝑏𝐿  𝑄𝐻   
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Fig. 2. Kinetic traces to illustrate protocols used to assay different partial processes. 

Chromatophores from E295D mutant were suspended in a medium containing 100 mM KCl, 50 mM 

MOPS buffer at pH 7.0, with mediators to catalyze equilibration of redox centers with the ambient redox 

potential, Eh, poised at 100 mV. Under these conditions, the ubiquinone pool was ~30% reduced, and the 

ES-complex close to saturated. The b-hemes of the bc1 complex, and the quinone acceptors of the reaction 

center (RC) were oxidized, and the high potential chain, and the RC donor, were reduced. The reaction 

mixture in an anaerobic cuvette was stirred, except during data acquisition. Turnover was initiated by a 

group of six saturating flashes (~5 μs at half-height), spaced 20 ms apart. Each flash activated >90% of 

open RCs to generate the substrates of the bc1 complex. The traces show the kinetics in the presence of 

antimycin. Traces are colored as follows: red, heme bH reduction (ΔA561–569); black, heme c1+c2 (cyt ct) 

(ΔA551–542); blue, RC P
+
 (ΔA542); gray, heme bL (ΔA566–575–0.5(ΔA561–569) with small additional 

corrections for P
+
 and cyt ct depending on relative stoichiometry). The rates of different partial processes 

were determined from the slopes and amplitudes (italics) labeled as follows: (a) initial rate of reduction of 

heme bH. In the presence of antimycin, with allowance for small lags (not apparent on this time scale) this 

assays the rate of QH2 oxidation through the bifurcated reaction. (a) Maximal amplitude of heme bH 

absorbance change in the presence of antimycin (1 heme/bc1 monomer), allowing normalization of rate. 

(b) Rate of reduction of P
+
, the oxidized RC donor, immediately after the 6th flash, which assays the 

pseudo-steady state flux from processes leading to relaxation of the system. (b) Maximal amplitude of P
+
 

absorbance change to assay total RC, allowing normalization of rate. (c) Rate of the heme bH reduction 

through the bifurcated reaction immediately after the 6th flash (to allow correction of bypass rates). This 

assays the rate in bc1 complexes in which reduction of heme bH is incomplete. Subtraction of this rate 
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from that measured in (b) allows assay of bypass reactions. Rate of reduction of heme bL, and maximal 

amplitude of heme bL absorbance change can be similarly measured. At the Eh and pH of this experiment, 

reduction of heme bL occurred on the second flash because heme bH was substantially reduced after the 

first flash (e) Rate of reduction of cyt ct immediately after the 6th flash. This flux must be added to that 

determined in (b) to obtain the total flux through the high potential chain. (e) Maximal amplitude of cyt ct 

absorbance change to allow normalization.   
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Fig. 3. Thermodynamic square for coupled proton and electron transfer between the Rieske cluster 

and bound QH2. The histidine (His-152 in Rb. sphaeroides) is one of the ligands to Fe2 of the Fe2S2 

cluster of ISP. The reaction begins with the top, left species upon binding of the deprotonated Rieske 

protein and finishes with the bottom, right species, and the dissociation of the protonated and reduced 

Rieske protein (taken from [84, 146]).  
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Fig. 4. Scheme to show potential electron transfer pathways involved in electron equilibration 

between monomers at the level of heme bL. A. The redox centers of the dimer are shown, and the Qo-

sites are occupied by stigmatellin (to represent QH2), and the Qi-sites by antimycin. The scheme shows 

the dimer with the Qi-site blocked in both monomers by antimycin (blue crosses), and the Qo-site of one 

monomer blocked by myxothiazol (red cross). Under these conditions, if electron transfer between the 

two hemes bL could occur, both hemes bH could be reduced by turnover of the uninhibited Qo-site (broken 

red arrows). B. A slice through the Rb. sphaeroides bc1 complex in the plane of the b-hemes, with 

location of residues mutated to test inter monomer electron transfer. On mutation of Gly-158 to 

tryptophan (W), the bulk of the ring occupies the volume occupied by the ubiquinone ring and blocks 

access to the Qo-site; mutation of His-212 to asparagine (N) removes a ligand for heme bH. C. View of the 

dimer interface in a similar orientation to A, showing the shortest through bond path across the dimer 

interface. The path starts with His-198, the ligand to the Fe of the heme, then Tyr-199, the residue 

mutated, then a jump through space to the Tyr-199 and His-198 from the other monomer, and so to the 

other heme bL. Also shown are Leu-200 from each monomer, the two hemes bL, and stigmatellin in the 

monomer on the left to show the position in which the ES-complex forms (stereo pair for crossed-eye 

viewing). 
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Fig. 5 Comparison of enzymatic activities of cytochrome bc1 in various B−B complexes (from [197]). 

Plots show dependence of the turnover rate measured in a DBH2: cyt c reductase assay vs concentration 

of cytochrome c (Cyt c). The nomenclature of the different complexes is explained in the text. 
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Fig. 6. Left. Energy profile of the Qo-site reaction. Values for ∆G are calculated from 
experimental data. The vertical dotted arrows show limits on estimated values (from [165]). 
Right. Energy profile from QM calculation. The model [167] was set up with the ES-
complex (ISP…QH2) as starting state in which QH2 is H+ donor to H152 Nε in the H-bond, so 
that the reaction follows the path expected from the Marcus-Brønsted approach. The calculated 
profile (right) shows the main features gleaned from experiment (left, the state after the first 
electron transfer). 
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Fig. 7. Comparison of the binding of stigmatellin (top), myxothiazol (middle) and UHDBT (bottom). 

Top. Rb. sphaeroides (2QJY): Structure around stigmatellin annotated to show layout of the residues 

involved and numbering. Middle and bottom. Bovine structures (1SQP) (1SQV). Binding of 

myxothiazol (view is tilted to get a better view) and of UHDBT (tilted similarly). The dimeric structure 

would show the ligand to the ISP histidine but is not available in the data bank. UHDBT, (pKa 6.5) [250], 

is normally ionized. (Note that perspective in the stigmatellin structure is rotated compared to that of the 

myxothiazol and UHDBT structures. The binding of stigmatellin in the Rb. sphaeroides complex (Fig. 8, 

top) provides a more comparable perspective.) 
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Fig. 8 Structures of the Rb. sphaeroides bc1 complex showing the relation to ISP and the Fe2S2 

cluster with different inhibitors. Top, with stigmatellin. The transparent surface shown to the left is the 

ISP, with His-152 of ISP, a ligand to Fe2 of the cluster (hidden behind the histidine), H-bonded to the 

carbonyl O of stigmatellin. Glu-295 forms another H-bond to the -OH across the chromone ring from the 

=O. Middle, with azoxystrobin. In the azoxystrobin structure, the ISP is rotated do the relaxed position, 

and the cluster binding domain is no longer involved in liganding. Glu-295 is rotated away from the 

inhibitor, allowing the backbone -NH to form a H-bond with the carbonyl O of the methoxy-acrylate 

group of the inhibitor. All inhibitors occupying the domain close to heme bL (the proximal domain) make 

a similar H-bond [126-128]. (Stereo pairs for crossed-eye viewing.). Bottom, with famoxadone. Here, 
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the ISP is close to the position with stigmatellin, but the H-bond to His-152 comes from the “trap-door” 

tyrosine, Tyr-302 in Rb. sphaeroides. The famoxadone (with C-atoms in yellow) is liganded by a H-bond 

to the backbone >NH of Glu-295 (as in the azoxystrobin structure), but the ring structure of famoxadone 

occupies a different volume so the local structure has to accommodate, which then positions Tyr-302 in a 

position to H-bond to ISP His-152, which holds the ISP at the cyt b interface.  
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Fig. 9. Rapid-mix/ freeze-quench. Right: Drive syringes containing the reactants are 

connected by polytetrafluoroethylene (PTFE) tubing to the mixing device, held against a 

micromanipulation stage to allowing change of distance to the freezing surface, and 

hence sampling time. The products are ejected in a jet, which strikes the rapidly rotating 

copper wheels, which are immersed in liq. N2 contained in a Dewar (not shown). Left: 

polymer-based disposable microfluidic device. Entry ports accept PTFE tubing carrying 

the reactants from the drive syringes to a “Z” mixing chamber. The jet (25 μm diameter) 

moves at 1.5 cm/ms. Center: freezing apparatus, consisting of counter rotating copper 

wheels, driven by geared coupling, mounted in a Teflon housing that sits at the top of the 

Dewar. The geared coupling improves efficiency of pulverization to generate a powder, collected in a 

funnel (in cross-section here) for packing into the EPR tube. Freezing time is ~ 10 μs. Right: schematic of 

the complete apparatus. 
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Fig. 10. Kinetics of SQo formation. Left: CW-EPR 

spectra of the ISPH
•
.QH

•
 complex obtained from 

(bottom) the pre-mix sample (bc1 complex in the 

presence of antimycin, poised by excess QH2 so 

that heme bH was fully reduced but heme bL 

oxidized), and samples at the times shown after 

mixing with excess oxidized cyt c. The insert shows 

the spectrum of the SQ species reported in 

earlier studies [143, 144] at a similar amplitude scale, 

but offset on the g-scale. Right: the kinetic data 

taken from the traces on the left fit by a kinetic curve 

derived from the model of Victoria et al. [139]. The 

insert shows spectra at two different times after mixing 

from a separate experiment in which heme bH was 

initially oxidized. The spectrum at 1 ms shows little 

ISPH
•
.QH

•
 signal, that at 2 ms a much larger signal, 

interpreted as showing that the complex forms only after 

heme bL is reduced (see text).  
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Fig. 11A. Power saturation temperature dependence. Left: Signal amplitude was determined as a 

function of microwave power at three temperatures. Saturation onset occurred at lower power at 5 K than 

at 15 K, both peaking at √P ~4, and peaked at higher power at 70 K (√P ≥8). However, saturation at all 

temperatures was much less marked than that observed in previous work on the conventional SQo signal. 

The insert shows for comparison the saturation characteristics of the SQo species detected in earlier 

experiments (peaking at √P ~1) [143]. Center: Field-sweep ESE spectra at different temperatures and 

times (τ) after the pulse, compared to the CW spectrum of the 4 ms sample at 5 K (top trace).  Right: 

Temperature dependence of CW spectrum at 250 μs. 
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Fig. 11B. 3-pulse ESEEM spectra to identify interactions with nuclear spins in the immediate 

environment. Left: Stacked plot showing two distinct peaks for 
14

N, at ~1.6 and 0.7-0.9 MHz, in spectra 

taken at g=2.005, seen in the sample collected 2 ms after mixing (see Fig. 10, right). In the region ~15 

MHz (not shown), at least one 
1
H interaction was also seen. Right: Results at lower bc1 complex 

concentration revealed similar spectra from a sample at 4 ms after mixing taken at g=2.005 (near the peak 

of the CW-spectrum (top), and at g=2.06 (in the region where the ISPH
•
 has a significant band in the 

conventional (uncomplexed) spectrum) (bottom) (unpublished data, Burton, R. L., Desai, A. V., Kenis, P. 

J., Crofts, A. R., Dikanov, S. A.). (For the position of these g-values in the CW spectrum, see dashed 

vertical lines in Fig. 10, left.)  
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Fig. 12. Scheme showing the formation of the ES-complex and the different work terms involved. 

Top. The different chemical processes and the mechanochemical  involvement of the configuration of the 

linker span. Bottom.  The different configurations of the “spring” seen in structures, used to illustrate the 

involvement in formation of the ES-complex.   
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Fig. 13. Frames from a movie showing a QM simulation of the 1
st
 electron and proton transfer. The 

movie features selected configurations of the Qo-site taken from quantum chemical geometry 

optimizations, performed with the use of the B3LYP/6-311G(d) method. The significant residues where 

the action occurs in each frame, abstracted from a more complete model complex, are, in each of the three 

frames, Tyr-147 (on the left), QH2 or QH
• 
(in the middle), and the Fe2S2 cluster with its histidine ligands, 

His-156 (Rb. capsulatus numbering), which H-bonds to QH2, and His-135 (the other ligand) (right). The 

evolution of the highest occupied molecular orbital (HOMO), obtained for each configuration, shows (left 

to right) the progress of the electron transfer from the QH2 donor to the Fe2S2 cluster acceptor of the ISP 

subunit. The proton transfer is depicted by the moving magenta sphere (labeled H
+
) going from QH2 

towards the His-156 residue of the ISP. In the initial frame, the HOMO is shared between the tyrosine and 

QH2, and the histidine Nε shows no occupancy of the H
+
; the H

+
 is on the QH2 -OH but is mostly hidden. 

In the second frame, the H
+
 is not yet fully on Nε, but apparently almost there. The electronic component 

of the HOMO is lost from the tyrosine, and now shared with the cluster and its ligands. This frame is 

relatively late in the movie. In the final frame, the HOMO has completely transferred to the cluster and its 

ligands. As shown, after transfer of an electron and a proton, the QH2 is now QH
•
, but we are not seeing 

any of the orbital occupancy reflecting that state. In principle, this is the substrate for the second electron 

transfer. The movie can be downloaded from the ACS website.  
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Fig. 14. Putative H
+
 exit pathway in yeast bc1 complex. A. Residues identified as contributing to the 

proton exit pathway from mutagenesis studies and biophysical and structural analysis [126-129, 180, 

203]. The structure is from 1P84, and the role of crystallographic H2O molecules is taken from the 

excellent discussion by Palsdottir et al. [203]. B. The pathway seen in an MD simulation of the ES-

complex in Rb. sphaeroides bc1 complex.  The players shown are those in A, but with the inhibitor 

replaced by QH2, and crystallographic waters replaced by simulated waters within 6 Å of the residues, 

equivalent to those labeled in A. above, Arg-64, Tyr-147, Asn-276, Glu-295, Tyr-297 of cyt b, and His-

152 of ISP, also shown (on the left).  See text for further discussion. The ISP was in the oxidized form, 

with His-152 dissociated. With QH2 present, this represents the metastable condition under which the ES-

complex can form, as seen here. 
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Fig. 15. Looking at the surface of cyt b from the perspective of the ISP protein. The Fe2S2 cluster and 

the His-152 though which QH2 is bound are seen mid-left; the -OH of QH2 can be seen through the entry 

port. The visible waters are outside the protein but are connected to the H-bonded network of the Qo-site 

in the volume more proximal to the heme. The left-hand cluster reaches up past the His-276 residue, and 

the right-hand cluster reaches up along the heme propionate A to Glu-295. Note that the volume around 

the H-bond from His-152 of ISPox to QH2, which provides the main force stabilizing the ES-complex, is 

anhydrous. (Compared to Fig. 14, the view is rotated ~-90
o
 around the x-axis, and then ~90

o
 around the y-

axis.). As noted in the text, the residue equivalent to His-276 is an aspartate in most mitochondrial 

complexes, also surface located; it is not obvious whether the location, the polarity or the dissociable 

character are of importance mechanistically, but it seems unlikely that as surface residue, aspartate would 

have a pK as high as the pK ~8.5 seen as controlling the rate of turnover in Glu-295 mutant strains. 
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