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Abstract

Since the first revelation of proteins functioning as macromo-
lecular machines through their three dimensional structures,
researchers have been intrigued by the marvelous ways the
biochemical processes are carried out by proteins. The aspi-
ration to understand protein structures has fueled extensive
efforts across different scientific disciplines. In recent years, it
has been demonstrated that proteins with new functionality or
shapes can be designed via structure-based modeling
methods, and the design strategies have combined all avail-
able information — but largely piece-by-piece — from
sequence derived statistics to the detailed atomic-level
modeling of chemical interactions. Despite the significant
progress, incorporating data-derived approaches through the
use of deep learning methods can be a game changer. In this
review, we summarize current progress, compare the arc of
developing the deep learning approaches with the conven-
tional methods, and describe the motivation and concepts
behind current strategies that may lead to potential future
opportunities.
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Introduction
Proteins with three-dimensional (3D) structures
leverage the spatial organization of amino acids to
achieve function. An enzyme active site, for example,
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may involve a network of hydrogen-bonded amino acid
residues to induce the chemical environment for catal-
ysis. A fundamental understanding of the highly coor-
dinated sequence-structureefunction relationship
allows for the design of proteins. In this process, 3D
structural models are usually built to satisfy the func-
tional constraints derived from design objectives, and
accurate energy models are needed to guide the move-
ments of the atoms in the simulated system [1]. With
the advent of deep learning (DL) algorithms, new ap-
proaches are being developed to improve the method-
ology with data-driven statistics.

Many DL methods focus on sequence generation, using
DL to approximate the mapping of sequence to func-
tion. Their ability to synthesize new sequences is akin
to the process of consensus sequence design, but le-
verages DL algorithms for a more powerful extraction
and contextualization of the underlying features in se-
quences. There have been successful experiments
showing great promise to this approach in improving
known proteins, since these types of model are trained
or fine tuned on related sequences; however, their

generalizability to designing novel functions, such as
new folds, binding interfaces or enzymes, remains to be
studied. This article focuses on structure-based ap-
proaches, and we refer readers to the review by Wu et al.
on the discussion of sequence-based methods.

In this review, we direct our discussion to the concepts
underlying the structure-based protein design ap-
proaches (as outlined in Figure 1) and discuss the ad-
vantages offered by DL over conventional methods.
Several recent reviews have covered technical discus-

sions of generative modeling, and we will not repeat
them here [2,3].
Structure generation
DL tools for structural design rely on their abilities to
produce realistic protein backbones via generative
modeling
Protein Cartesian coordinates can be represented as a
1D list of geometric measurements including distances,
angles, and dihedrals along the polymer backbone, or 2D
pairwise matrices for every pair of residues. These de-
scriptors are invariant to translation and rotation of the
molecule, making them ideal input features or output
predictions of common DL architectures. 1D repre-

sentations allow for adaptation of recurrent neural
www.sciencedirect.com
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Figure 1

Comparison of conventional and DL design workflow. The goal of protein design is to obtain final sequences that would satisfy the design constraints,
such as structural geometry, stability, binding interaction or other functionalities. Structure-based methods use protein structural features to guide the
tasks while sequence-based models bypass structural modeling to create new sequences based on underlying patterns.
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networks and transformers often used for sequential
data [4,5]; 2D representations allow for adaptation of
computer vision and image classification algorithms,

where each pairwise feature can be thought of as a color
channel [6]. For example, semantic segmentation of a
2D distance matrixd like the process of finding objects
www.sciencedirect.com
in a photod can readily identify patterns corresponding
to constituent domains even if the domain structure
consists of distal regions of the chain [6]. When each

residue is assessed for its likelihood of belonging in the
fold of the parent structure, the coarse grain residue-
level probability surprisingly correlates with structure
Current Opinion in Chemical Biology 2021, 65:136–144
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138 Machine Learning in Chemical Biology
quality. 2D convolutions across distance matrices allow
DL metrics to recognize fold-level structural features
otherwise difficult to describe with conventional heu-
ristics. A wide variety of featurizations incorporating
contact boundaries, geometric transformations or graph
networks of connectivities have been widely used with
DL methods to describe proteins as well [7e13]. But
they have thus far rarely been used for structure gen-

eration because coordinate recovery from these have
been difficult, due to potential errors and degeneracy of
the representations.

Generative models could be trained to output proteins
through these 1D or 2D representations but require a
second step to recover the cartesian coordinates. A
neural network is generative when it is trained to cap-
ture the distribution of the data, and from such models,
one could draw new samples that should be valid ac-
cording to the features that the network captures.

However, generative models that employee decoders
often return globally incoherent representations, lead-
ing to inaccurate reconstruction of 3D coordinates. This
is especially true for the 1D representation, where even
small errors in backbone torsion are propagated and
magnified, leading to unrealistic structures.

For valid Euclidean distance matrices, there exists a
closed-form solution to convert distance matrices into
3D structures via eigendecomposition of their Gramian
matrix [14]; the top three components are the co-

ordinates. Although the method is fairly robust to
random noise, if the noise is more systematic (such as
one produced by a neural network (NN)), additional
protein structure modeling tools or DL models are then
required to disambiguate the predicted distance
matrices [15]. Though there has been some work in
generating 2D contact maps or adjacency matrices of
proteins, from which graphs are sampled [16,17], these
graphs are typically of insufficient resolution or degen-
erate to recover detailed bond geometries without pro-
tein priors [18].

Generating 2D distance matrices is analogous to
creating deepfake images of faces, and this parallel
allows the development of generative models to perform
similar tasks on proteins [19]. With “inpainting”
performed on a 2D distance matrixd where portions of
an image are masked and filled by the DL model d the
corresponding operation to the 3D protein structure is a
loop modeling problem [19,20]. Generative adversarial
network (GAN)-based algorithms [21] are able to create
realistic atom placements with proper closure geometry
in structural inpainting. GAN was also shown to be

capable of creating an entire protein chain from scratch,
not just loops, with accurate secondary structures. A
VAE-based method further introduced conditional
generation of distance matrices with latent vector bits
set to secondary structure elements [22].
Current Opinion in Chemical Biology 2021, 65:136–144
To test the ability of NNs to translate 2D distance
matrices into coordinates, an NN was trained to convert
the 2D output of a GAN into coordinates and provide a
gradient signal to the latent vector of the generator
model [23]. This pipeline was found to provide a means
to incorporate energy-based optimization on generated
structures. This was developed specifically for genera-
tive modeling of structures, but NNs developed for

protein folding and dynamics are also related and can
create coordinates in an end-to-end fashion [4,24e28].

Methods that directly generate coordinates by NN
To circumvent the need for additional methods to
recover atomic coordinates from 2D maps, a fold-
specific generative model, Ig-VAE, was developed to
directly generate 3D coordinates with explicit loss
functions to preserve the chemical bond geometry and
dihedral angle distributions [29]. Using immunoglob-
ulin structures as training examples, the model was able
to create novel interpolated samples d in terms of

backbone dihedral combinations d unseen in the Pro-
tein Data Bank (PDB). As a design tool, this model is
also shown to use a loss function to direct
complementarity-determining region (CDR) confor-
mations via latent space optimization to satisfy design
objectives. This is an example that leverages the use of
DL to account for backbone flexibility. Compared to
conventional fragment sampling-based methods, the
DL-based method offers efficiency and continuous (but
data-biased) coverage of the conformational space.
Sequence design given a 3D protein
backbone
The inverse folding problem
The task to design a sequence for a given 3D structure is
often called the inverse folding problem. Classical pro-
tein design seeks to maximize P(sequence|structure)
by minimizing the energy of the target structure by
Markov chain Monte Carlo (MCMC)-based search over
side chain identities and conformations. The energy
function is based on a combination of physical and sta-

tistical potentials. Examples of knowledge-based (sta-
tistical) potentials include approximations to account
for bulk solvent effects and rotameric probability [30],
among others. They are important because some of the
statistical terms supplement the accuracy of molecular
mechanics force fields and other terms enhance calcu-
lation speed. Most importantly, they can potentially be
learned from data.

Some limitations of the conventional design methods
include the lack of sequence diversity and the limited

capability to design multi-body interactions. The
designed sequences tend to converge on the input
backbone; while convergence is desired from an opti-
mization perspective, it inherently limits the output,
and does not account for the flexibility and dynamics of
www.sciencedirect.com
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protein structures. As for multibody interactions, which
are important for protein function (e.g., a catalytic
triad), conventionally specialized search algorithms are
required to design specific interacting networks [31,32].
DL methods can potentially address these limitations.

Deep learning-based sequence design algorithms
The key to finding solutions to the sequence design
problem is to maximize the joint probability of amino

acids under a fixed backbone, and the joint probability is
usually optimized through sampling, due to the discrete
nature of amino acid combinations and the rugged
energy landscape. Without DL, dTERMen [33], uses
sequence-structure compatibility to guide designs,
showing that a statistical framework can be used to
redesign proteins. Most DL algorithms for design have
been developed to generate sequence probability pro-
files to facilitate the introduction of mutations by the
top ranking probability amino acids (top-k), but not
explicitly tasked for full combinatorial protein redesign

[34e39]. To address the combinatorial problem, the
fixed backbone sequence design problem can be posed
as a constraint satisfaction problem (CSP) and can be
approached with a deep learning solver the same way
one would solve a sudoku puzzle [40]. Alternatively,
MCMC can directly search for sequence solutions under
a data-derived metric [41]. Lastly, an autoregressive
model can also produce full sequences by successively
predicting amino acid identities in order [42].

Few examples, however, have provided experimental

evidence. For the few that did, only one included
structural studies [41], and the others showed wave-
length scans of circular dichroism [40], which measures
the presence of secondary structure, or fluorescence
resulted from a library based on single mutations pro-
posed by the DL model [36]. These are structure-
oriented design methods aiming at discovery of gain-
of-function mutations given a starting backbone, and
they should not be confused with sequence-only
methods, such as UniRep [43]. Nonetheless, even for
DL models linking sequence to function without

explicitly predicting the structures in the process, the
incorporation of structural information during training
appears to also improve model performance in ranking
sequences [44].

Different algorithms represent the chemical environ-
ment as graphs [40,42], 2D matrices [38,45], strings of
torsional angles [37,39] or voxelized volumes
[34,35,41,46], and these representations define the
granularity of information during training and ultimately
the qualities of the sequence profiles produced by the

models. The majority of the design methods suggest
mutations or produce sequences, but one also predicts
side-chain conformations during design to render com-
plete 3D structural models [41], which allows this
www.sciencedirect.com
method to directly compare NN produced structural
models with the experimentally determined crystal
structures to validate the results. Nonetheless, it should
be noted that the generalizability and reliability of these
methods have not been extensively validated, as only a
few sequences produced under any of the models have
been experimentally tested.

Using DL approaches to introduce sequences to a pro-
tein structure can potentially introduce more variable
sequences than conventional molecular mechanics
modeling methods, as the chemical surrounding is
treated as conditional priors and not as hard sphere ge-
ometries. The sequences produced from data-derived
amino acid probability profiles may also be in better
agreement with the diversity revealed through evolu-
tion. Defining sequence solutions through the various
representations may also allow the DL models to better
capture multibody interactions, and this was indeed

observed in the designs that yielded crystal structures.
The model that accurately predicts side-chain confor-
mations without using explicit energy terms also high-
lights the remarkable capability of DL in integrating
high-dimensional data and deducing probable solutions.
In silico design by optimization of the
folding landscape
Classic approaches: De novo design validation by
folding simulations
The objective of de novo protein design is to design a
sequence that would fold into a desired conformation.

This is complicated by the fact that not only does the
sequence need to satisfy the thermodynamic require-
ment (the designed sequence has a distinct global
optima at desired conformation) but also a kinetic one
(the global minimum energy conformation is accessible
via folding pathways) [47]. We refer to the energetics of
the conformational spaces as the “conformational land-
scape,” and the folding processes as the “folding ki-
netics” or the kinetic accessibility. Thus, an ideal design
procedure would involve designing a sequence for a
particular fixed conformation, while simultaneously

performing a “folding simulation” to assess if (a) the
protein could fold into the desired conformation and (b)
there are no alternative conformations with similar or
lower free energy.

All-atom folding simulation from an extended chain via
molecular dynamics (MD) is computationally prohibi-
tive. This is partly remediated by the development of
coarse-grained and/or accelerated MD [26,48,49] or fast
folding approximations via fragment insertion/recombi-
nation [50,51]. However, the latter, referred to as “for-

ward folding” does not address the “folding kinetics”
question, due to unrealistic random fragment moves,
but it could say something about the “conformational
landscape”. The method begins by predicting local
Current Opinion in Chemical Biology 2021, 65:136–144
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conformations (fragments) for every stretch of three or
nine amino acids; these fragments are then recombined
using an MCMC procedure to sample a global confor-
mation according to an energy function. The method is
based on the observation that any given stretch of amino
acids is likely to adopt limited conformations [52]. But
there are still a few problems with this approach: (a)
thousands of independent MCMC trajectories are

required to assess the conformational landscape, (b) full
domain predictions from fragments are generally limited
to less than 150 residues in length, and (c) it does not
work well for proteins with long or nonideal loops/turns.
DL can help remove the need to do these expensive
folding simulations in one of two ways. It can implicitly
address the problem by learning fold-determining
sequence constraints, or explicitly by modeling the
conformational landscape distribution.
Implicit modeling of conformational landscape by
learning fold-determining sequence constraints
DL provides the means of increasing the receptive field,
allowing the parameterization of higher-order potentials
or statistics. These can be used to capture nonpairwise
decomposable physical potentials, such as hydrogen
bonding networks, but also to learn implicit fold-

determining sequence constraints. The latter can be
general constraints such as the hydrophobic distribution
of amino acids (hydrophobic amino acids in the core, and
hydrophilic on the surface) or more specific constraints
such as those that determine loop conformation and
Figure 2

Explicit modeling of conformational landscape. (a) Conventional protein de
inadvertently design a sequence for an alternative off-target minimum. (b) Str
conformational landscape; thus, when optimized for a particular conformation

Current Opinion in Chemical Biology 2021, 65:136–144
define turns [53]. These we consider to be “implicit” as
they bias the sequence away from alternative confor-
mations, without explicitly considering the alternative
conformations during design. Most of the methods
described under the heading “Deep learning-based
sequence design algorithms” above are of this type.
However, with an increased receptive field, the models
fall into danger of fold memorization (learning fold

specific sequence constrained), preventing them from
generalizing to de novo design of novel folds.

Explicit modeling of conformational landscape by
inverting prediction model
Models trained for structure prediction given input
sequence could be inverted and used for protein design
[54]. Examples include TrRosetta, which was recently
inverted to sample new protein structures and sequences
[55], new sequences given backbone [45], and finally,
combination of two for partial hallucination [56]. What
makes this approach especially unique is that it models
the P(structure|sequence), providing for essentially an
instantaneous forward-folding check during design

(Figure 2). However, care must be taken to avoid po-
tential adversarial sequences that only embed a few key
fold-determining sequence-motifs while ignoring the rest
of the sequence, as seen in image generation [57,58].
Outlook
DL has revolutionized protein structure prediction
[59,66,67], but one question remains: is it simply a
sign methods optimize the energy for a given conformation and thus might
ucture prediction models inverted for protein design see the entire
will automatically perform “negative design” to all other conformations.

www.sciencedirect.com
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better exercise in bioinformatics, or are the models
learning physics? Could this breakthrough translate into
better de novo protein design, or are we stuck sampling
protein sequences and structures within the distribu-
tion of what nature has done [1]? To illustrate why it
might be important to learn the physics (or rules/pol-
icies), we provide maze design as an analogy to protein
design (Figure 3).

An easy maze with no dead-ending paths could be solved
by a series of fixed transformations using an unrolled
neural network, such as a ResNet or transformer with
skip connections [60]. For a difficult maze, a tree search
method coupled with reinforcement learning may be
required [61]. Alternatively, a difficult puzzle could be
rendered easy by building a consensus of similar mazes
Figure 3

Protein design and structure prediction problems are analogous to desi
finding the shortest path through a maze, and protein design, as constructing a
generation, as one can imagine that the bending and turning of the paths repre
configuration to guide such paths. Folding simulations are path enumerations
thermodynamics the uniqueness or the number of states/solutions. For examp
protein is a maze with no structure and thus an infinite number of possible path
to render an easier maze, and potentially use the conservation/covariation of

www.sciencedirect.com
known to have identical solutions. This is analogous to
structure prediction methods that surprisingly work well
when provided a single sequence of a de novo designed
protein (easy maze), yet often require a multiple-
sequence alignment for a natural protein (difficult
maze) [62]. As one extends to more difficult puzzles (as
is required for functional or multistate design, where
ideality could be sacrificed for function), methods

employing reinforcement learning are likely needed to
validate the designed sequences.

If the end goal is maze generation (sequences), does one
even need to consider or understand paths (structure)?
One could imagine training a language model on a
collection of mazes, to guide sampling of new mazes.
Though in theory these could work, in the context of
Current Opinion in Chemical Biology

gning and solving a maze. Where protein-folding can be thought of as
maze, where the desired path is the best solution. Structure design is path
sents the backbone torsional angles; sequence design is to define a maze
through the maze. The kinetics define the difficulty of the puzzle, and the
le, a multistate protein is a maze with multiple solutions, and a disordered
s. Finally, one can exploit the fact that similar mazes have similar solutions
maze walls to generate more mazes.

Current Opinion in Chemical Biology 2021, 65:136–144
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protein sequence generation, no examples of de novo
design have been demonstrated. That being said, the
language models trained on all of UniProt have been
shown to learn secondary and tertiary structures in their
attention maps [63e65], suggesting that the models
may understand structure implicity. However, it is not
yet clear if these are merely learning a library of sum-
mary statistics for large protein families or if they will be

able to generalize into de novo space.
Conclusion
With the advent of DL methods, an implicit integration
of protein sequence and structure information via neural

network models has become possible, and this has led to
major breakthroughs in structure prediction. The next
frontier is likely structure-based protein design.
Leveraging DL to advance structural design methodsd
even in this early staged has demonstrated capabilities
beyond conventional approaches. Regardless of whether
using DL as a black-box engineering tool or as algo-
rithms to understand underlying patterns, these
advanced algorithms point to a very exciting future in
protein engineering and the impactful applications that
designed proteins may bring.
Declaration of competing interest
The authors declare that they have no known competing
financial interests or personal relationships that could
have appeared to influence the work reported in
this article.

Acknowledgements
We thank Chris Norn and Basile Wicky for insightful comments and
providing Figure 2; Hahnbeom Park, Alex Chu, and Jennifer Gucwa for
feedback and for editing the manuscript. P.-S.H. is partially supported by
the U.S. Department of Energy, Office of Science, Office of Advanced
Scientific Computing Research, Scientific Discovery through Advanced
Computing (SciDAC) program and Frederick E. Terman Fellowship from
Stanford’s School of Engineering. S.O. is supported by NIH Grant
DP5OD026389, NSF Grant MCB2032259 and the MooreeSimons Project
on the Origin of the Eukaryotic Cell, Simons Foundation 735929LPI,
https://doi.org/10.46714/735929LPI.

References
Papers of particular interest, published within the period of review,
have been highlighted as:

* of special interest
* * of outstanding interest

1. Huang P-S, Boyken SE, Baker D: The coming of age of de novo
protein design. Nature 2016, 537:320–327.

2. Gao W, Mahajan SP, Sulam J, Gray JJ: Deep learning in protein
structural modeling and design. Patterns (New York, NY) 2020,
1:100142.

3. Hoseini P, Zhao L, Shehu A: Generative deep learning for
macromolecular structure and dynamics. Curr Opin Struct Biol
2020, 67:170–177.

4. AlQuraishi M: End-to-End differentiable learning of protein
structure. Cell Sys 2019, 8:292–301.

5. Li J: Universal transforming geometric network. Arxiv 2019.
arXiv:1908.00723.
Current Opinion in Chemical Biology 2021, 65:136–144
6
*
. Eguchi RR, Huang P-S: Multi-scale structural analysis of pro-

teins by deep semantic segmentation. Bioinformatics 2020, 36:
1740–1749.

This study uses a convolutional neural network to establish the hier-
archical order of protein structural features. It shows that convolutional
neural networks can infer not only domain information from a 2D rep-
resentation of proteins but also residue-level structural quality in
guiding backbone modeling and design.

7. Wang S, Sun S, Li Z, Zhang R, Xu J: Accurate de novo pre-
diction of protein contact map by ultra-deep learning model.
PLoS Comput Biol 2017, 13, e1005324.

8. Derevyanko G, Grudinin S, Bengio Y, Lamoureux G: Deep
convolutional networks for quality assessment of protein
folds. Bioinformatics 2018, 34:4046–4053.

9. Baldassarre F, Hurtado DM, Elofsson A, Azizpour H: GraphQA:
protein model quality assessment using graph convolutional
networks. Bioinformatics 2020, 37:360–366.

10
*
. Jing B, Eismann S, Suriana P, Townshend RJL, Dror R: Learning

from protein structure with geometric vector perceptrons.
Arxiv 2020. arXiv:2009.01411.

11. Sato R, Ishida T: Protein model accuracy estimation based on
local structure quality assessment using 3D convolutional
neural network. PloS One 2019, 14, e0221347.

12. Pagès G, Charmettant B, Grudinin S: Protein model quality
assessment using 3D oriented convolutional neural net-
works. Bioinformatics 2019, 35:3313–3319.

13. Sikosek T: Protein structure featurization via standard image
classification neural networks. Biorxiv 2019, https://doi.org/
10.1101/841783.

14. Young G, Householder AS: Discussion of a set of points in
terms of their mutual distances. Psychometrika 1938, 3:19–22.

15. Hoffmann M, No é F: Generating valid Euclidean distance
matrices. Arxiv 2019. arXiv:1910.03131.

16. Liao R, Li Y, Song Y, Wang S, Nash C, Hamilton WL,
Duvenaud D, Urtasun R, Zemel RS: Efficient graph generation
with graph recurrent attention networks. Arxiv 2019. arXiv:
1910.00760.

17. Shah SA, Koltun V: Auto-decoding graphs. Arxiv 2020. arXiv:
2006.02879.

18. Vendruscolo M, Kussell E, Domany E: Recovery of protein
structure from contact maps. Fold Des 1997, 2:295–306.

19. Li Z, Nguyen SP, Xu D, Shang Y: Protein loop modeling using
deep generative adversarial network. In IEEE 29th Int Conf
Tools Artif Intell Ictai 2017; 2017, https://doi.org/10.1109/
ictai.2017.00166.

20. Anand N, Huang P-S: Generative modeling for protein struc-
tures. NeurIPS 2018.

21. Goodfellow I, Pouget-Abadie J, Mirza M, Xu B, Warde-Farley D,
Ozair S, Courville A, Bengio Y: Generative adversarial net-
works. arXiv:1406.2661 2014.

22. Guo X, Tadepalli S, Zhao L, Shehu A: Generating tertiary pro-
tein structures via an interpretative variational autoencoder.
Arxiv 2020. arXiv:2004.07119.

23. Anand N, Eguchi R, Huang P-S: Fully differentiable full-atom
protein backbone generation. ICLR 2019 Workshop Deep-
GenStruct; 2019.

24. Ingraham J, Riesselman AJ, Sander C, Marks D: Learning pro-
tein structure with a differentiable simulator. ICLR 2019.
https://openreview.net/forum?id=Byg3y3C9Km; 2019.

25. Kandathil SM, Greener JG, Lau AM, Jones DT: Deep learning-
based prediction of protein structure using learned repre-
sentations of multiple sequence alignments. Biorxiv 2020,
https://doi.org/10.1101/2020.11.27.401232.

26. Jumper JM, Faruk NF, Freed KF, Sosnick TR: Trajectory-based
training enables protein simulations with accurate folding
and Boltzmann ensembles in cpu-hours. PLoS Comput Biol
2018, 14, e1006578.
www.sciencedirect.com

https://doi.org/10.46714/735929LPI
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref1
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref1
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref2
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref2
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref2
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref3
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref3
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref3
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref4
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref4
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref5
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref5
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref6
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref6
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref6
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref7
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref7
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref7
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref8
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref8
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref8
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref9
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref9
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref9
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref10
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref10
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref10
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref11
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref11
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref11
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref12
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref12
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref12
https://doi.org/10.1101/841783
https://doi.org/10.1101/841783
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref14
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref14
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref15
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref15
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref16
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref16
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref16
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref16
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref17
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref17
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref18
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref18
https://doi.org/10.1109/ictai.2017.00166
https://doi.org/10.1109/ictai.2017.00166
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref20
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref20
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref21
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref21
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref21
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref22
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref22
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref22
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref23
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref23
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref23
https://openreview.net/forum?id=Byg3y3C9Km
https://doi.org/10.1101/2020.11.27.401232
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref26
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref26
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref26
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref26
www.sciencedirect.com/science/journal/13675931


Structure-based Protein Design with Deep Learning Ovchinnikov and Huang 143
27
*
. No é F, Olsson S, Köhler J, Wu H: Boltzmann generators:

sampling equilibrium states of many-body systems with deep
learning. Science 2019, 365:eaaw1147.

28. No é F, Fabritiis GD, Clementi C: Machine learning for protein
folding and dynamics. Curr Opin Struct Biol 2020, 60:77–84.

29
* *
. Eguchi RR, Anand N, Choe CA, Huang P-S: IG-VAE: generative

modeling of immunoglobulin proteins by direct 3D coordi-
nate generation. Biorxiv 2020, https://doi.org/10.1101/
2020.08.07.242347.

This study proposes a model architecture that can directly generate
high resolution protein structures with 3D coordinates. The authors use
latent space interpolations to model backbone flexibility for interface
design.

30. ShapovalovMV,DunbrackRL:Asmoothedbackbone-dependent
rotamer library forproteinsderived fromadaptivekerneldensity
estimates and regressions. Structure 2011, 19:844–858.

31. Boyken SE, Boyken SE, Chen Z, Chen Z, Groves B, Groves B,
Langan RA, Langan RA, Oberdorfer G, Oberdorfer G, et al.: De
novo design of protein homo-oligomers with modular
hydrogen-bond network-mediated specificity. Science 2016,
352:680–687.

32. Maguire JB, Boyken SE, Baker D, Kuhlman B: Correction to
rapid sampling of hydrogen bond networks for computational
protein design. J Chem Theor Comput 2018, 14. 5434–5434.

33. Zhou J, Panaitiu AE, Grigoryan G: A general-purpose protein
design framework based on mining sequence–structure re-
lationships in known protein structures. Proc Natl Acad Sci
Unit States Am 2020, 117:1059–1068.

34. Qi Y, Zhang JZH: DenseCPD: improving the accuracy of
neural-network-based computational protein sequence
design with DenseNet. J Chem Inf Model 2020, 60:1245–1252.

35. Zhang Y, Chen Y, Wang C, Lo C, Liu X, Wu W, Zhang J: ProD-
CoNN: protein design using a convolutional neural network.
Prot Struct Funct Bioinform 2020, 88:819–829.

36. Shroff R, Cole AW, Diaz DJ, Morrow BR, Donnell I,
Annapareddy A, Gollihar J, Ellington AD, Thyer R: Discovery of
novel gain-of-function mutations guided by structure-based
deep learning. ACS Synth Biol 2020, 9:2927–2935.

37. O ’Connell J, Li Z, Hanson J, Heffernan R, Lyons J, Paliwal K,
Dehzangi A, Yang Y, Zhou Y: SPIN2: predicting sequence
profiles from protein structures using deep neural networks.
Prot Struct Funct Bioinform 2018, 86:629–633.

38. Chen S, Sun Z, Lin L, Liu Z, Liu X, Chong Y, Lu Y, Zhao H,
Yang Y: To improve protein sequence profile prediction
through image captioning on pairwise residue distance map.
J Chem Inf Model 2019, 60:391–399.

39. Li Z, Yang Y, Faraggi E, Zhan J, Zhou Y: Direct prediction of pro-
files of sequences compatiblewith a protein structure by neural
networkswith fragment-based local andenergy-basednonlocal
profiles. Prot Struct Funct Bioinform 2014, 82:2565–2573.

40
*
. Strokach A, Becerra D, Corbi-Verge C, Perez-Riba A, Kim PM:

Fast and flexible protein design using deep graph neural
networks. Cell Syst 2020, 11:402–411.e4.

This study treats the protein sequence design problem as a sudoku
puzzle and develops a DL algorithm to solve it. The authors show
circular dichroism data to confirm the presence of secondary structure
matching that of the template structures.

41
* *
. Anand N, Eguchi RR, Derry A, Altman RB, Huang P-S: Protein

sequence design with a learned potential. Biorxiv 2020, https://
doi.org/10.1101/2020.01.06.895466.

This is the first study to incorporate side chain conformation prediction
during the design process. The authors show that a learned potential
can accurately predict conformations without a conventional forcefield.
The model also directly produces 3D models for validation. This is the
first study to show x-ray crystal structure confirmation of fully auto-
mated designs created by neural networks.

42
*
. Ingraham J, Garg VK, Barzilay R, Jaakkola T: Generative

models for graph-based protein design. NeurIPS 2019.. In
www.sciencedirect.com
https://proceedings.neurips.cc/paper/2019/file/
f3a4ff4839c56a5f460c88cce3666a2b-Paper.pdf; 2019.

An autoregressive model was developed to design protein sequences
under a graph representation of the protein structure. Although without
experimental validation, the study shows that the model rivals Rosetta
in native sequence recovery tasks and can rank de novo protein se-
quences with high accuracy.

43. Alley EC, Khimulya G, Biswas S, AlQuraishi M, Church GM:
Unified rational protein engineering with sequence-based
deep representation learning. Nat Methods 2019, 16:
1315–1322.

44. Luo J, Cai Y, Wu J, Cai H, Yang X, Lin Z: Self-supervised rep-
resentation learning of protein tertiary structures (PtsRep)
and its implications for protein engineering. Biorxiv 2021,
https://doi.org/10.1101/2020.12.22.423916.

45
* *
. Norn C, Wicky BIM, Juergens D, Liu S, Kim D, Tischer D,

Koepnick B, Anishchenko I, Players F, Baker D, et al.: Protein
sequence design by conformational landscape optimization.
Proc Natl Acad Sci Unit States Am 2021, 118, e2017228118.

This study proposes a novel method to use a model trained to predict
protein structures for protein design. As a model trained to map
sequence to structure would integrate the coupling between the two,
applying the inversion of the model to produce new sequences for an
input backbone potentially would capture a design process in which all
competing solutions are weighted in the search for an optimal
sequence.

46. Torng W, Altman RB: 3D deep convolutional neural networks
for amino acid environment similarity analysis. BMC Bioinf
2017, 18:302.

47. Anfinsen CB: Principles that govern the folding of protein
chains. Science 1973, 181:223–230.

48. Robertson JC, Perez A, Dill KA: MELD 3 MD folds nonthread-
ables, giving native structures and populations. J Chem Theor
Comput 2018, 14:6734–6740.

49. No é F, Tkatchenko A, Müller K-R, Clementi C: Machine learning
for molecular simulation. Annu Rev Phys Chem 2020, 71:1–30.

50. Simons KT, Simons KT, Kooperberg C, Kooperberg C, Huang E,
Huang E, Baker D, Baker D: Assembly of protein tertiary
structures from fragments with similar local sequences using
simulated annealing and bayesian scoring functions. J Mol
Biochem 1997, 268:209–225.

51. Jones DT: Predicting novel protein folds by using FRAG-
FOLD. Prot Struct Funct Bioinform 2001, 45:127–132.

52. Bystroff C, Simons KT, Han KF, Baker D: Local sequence-
structure correlations in proteins. Curr Opin Biotechnol 1996,
7:417–421.

53. Lin Y-R, Koga N, Tatsumi-Koga R, Liu G, Clouser AF,
Montelione GT, Baker D: Control over overall shape and size in
de novo designed proteins. Proc Natl Acad Sci Unit States Am
2015, https://doi.org/10.1073/pnas.1509508112.

54. Simonyan K, Vedaldi A, Zisserman A: Deep inside convolu-
tional networks: visualising image classification models and
saliency maps. Arxiv 2013. arXiv:1312.6034.

55
* *
. Anishchenko I, Chidyausiku TM, Ovchinnikov S, Pellock SJ,

Baker D: De novo protein design by deep network hallucina-
tion. Biorxiv 2020, https://doi.org/10.1101/2020.07.22.211482.

By inverting a predictive model, the authors use a pre-trained structure
prediction network to generate protein structures via contact genera-
tion. The model is able to turn random inputs into sharp distogram
signals, which correspond to highly idealized protein structures.

56. Tischer D, Lisanza S, Wang J, Dong R, Anishchenko I, Milles LF,
Ovchinnikov S, Baker D: Design of proteins presenting
discontinuous functional sites using deep learning. Biorxiv
2020, https://doi.org/10.1101/2020.11.29.402743.

57. Nguyen A, Yosinski J, Clune J: Deep neural networks are easily
fooled: high confidence predictions for unrecognizable
images. In IEEE Conf Comput Vis patTern Recognit Cvpr 2015;
2015, https://doi.org/10.1109/cvpr.2015.7298640.
Current Opinion in Chemical Biology 2021, 65:136–144

http://refhub.elsevier.com/S1367-5931(21)00112-5/sref27
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref27
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref27
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref28
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref28
https://doi.org/10.1101/2020.08.07.242347
https://doi.org/10.1101/2020.08.07.242347
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref30
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref30
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref30
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref31
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref31
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref31
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref31
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref31
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref32
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref32
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref32
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref33
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref33
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref33
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref33
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref34
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref34
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref34
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref35
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref35
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref35
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref36
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref36
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref36
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref36
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref37
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref37
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref37
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref37
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref38
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref38
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref38
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref38
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref39
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref39
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref39
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref39
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref40
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref40
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref40
https://doi.org/10.1101/2020.01.06.895466
https://doi.org/10.1101/2020.01.06.895466
https://proceedings.neurips.cc/paper/2019/file/f3a4ff4839c56a5f460c88cce3666a2b-Paper.pdf
https://proceedings.neurips.cc/paper/2019/file/f3a4ff4839c56a5f460c88cce3666a2b-Paper.pdf
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref43
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref43
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref43
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref43
https://doi.org/10.1101/2020.12.22.423916
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref45
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref45
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref45
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref45
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref46
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref46
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref46
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref47
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref47
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref48
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref48
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref48
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref49
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref49
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref50
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref50
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref50
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref50
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref50
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref51
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref51
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref52
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref52
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref52
https://doi.org/10.1073/pnas.1509508112
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref54
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref54
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref54
https://doi.org/10.1101/2020.07.22.211482
https://doi.org/10.1101/2020.11.29.402743
https://doi.org/10.1109/cvpr.2015.7298640
www.sciencedirect.com/science/journal/13675931


144 Machine Learning in Chemical Biology
58. Mahendran A, Vedaldi A: Understanding deep image representa-
tions by inverting them. In IEEE Conf Comput vis Pattern Recognit
Cvpr 2015; 2015, https://doi.org/10.1109/cvpr.2015.7299155.

59. Kandathil SM, Greener JG, Jones DT: Recent developments in
deep learning applied to protein structure prediction. Prot
Struct Funct Bioinform 2019, 87:1179–1189.

60. Chen RTQ, Rubanova Y, Bettencourt J, Duvenaud D: Neural
ordinary differential equations. Arxiv 2018. arXiv:1806.07366.

61. Schrittwieser J, Antonoglou I, Hubert T, Simonyan K, Sifre L,
Schmitt S, Guez A, Lockhart E, Hassabis D, Graepel T, et al.:
Mastering Atari, Go, chess and shogi by planning with a
learned model. Nature 2020, 588:604–609.

62. Yang J, Anishchenko I, Park H, Peng Z, Ovchinnikov S, Baker D:
Improved protein structure prediction using predicted inter-
residue orientations. Proc Natl Acad Sci Unit States Am 2020,
117:1496–1503.

63. Vig J, Madani A, Varshney LR, Xiong C, Socher R, Rajani NF:
BERTology meets biology: interpreting attention in protein
language models. Biorxiv 2020, https://doi.org/10.1101/
2020.06.26.174417.
Current Opinion in Chemical Biology 2021, 65:136–144
64. Bhattacharya N, Thomas N, Rao R, Dauparas J, Koo PK,
Baker D, Song YS, Ovchinnikov S: Single layers of attention
suffice to predict protein contacts. Biorxiv 2020, https://doi.org/
10.1101/2020.12.21.423882.

65. Rao R, Meier J, Sercu T, Ovchinnikov S, Rives A: Transformer
protein language models are unsupervised structure
learners. Biorxiv 2020, https://doi.org/10.1101/
2020.12.15.422761.

66. Baek M, DiMaio F, Anishchenko I, Dauparas J, Ovchinnikov S,
Lee GR, Wang J, Cong Q, Kinch LN, Schaeffer RD, et al.: Ac-
curate prediction of protein structures and interactions
using a three-track neural network. Science 2021, 373:
871–876. https://www.science.org/doi/abs/10.1126/science.
abj8754.

67. Jumper J, Evans R, Pritzel A, Green T, Figurnov M,
Ronneberger O, Tunyasuvunakool K, Bates R, �Zídek A,
Potapenko A, et al.: Highly accurate protein structure predic-
tion with AlphaFold. Nature 2021, 596:583–589. https://www.
nature.com/articles/s41586-021-03819-2.
www.sciencedirect.com

https://doi.org/10.1109/cvpr.2015.7299155
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref59
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref59
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref59
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref60
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref60
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref61
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref61
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref61
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref61
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref62
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref62
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref62
http://refhub.elsevier.com/S1367-5931(21)00112-5/sref62
https://doi.org/10.1101/2020.06.26.174417
https://doi.org/10.1101/2020.06.26.174417
https://doi.org/10.1101/2020.12.21.423882
https://doi.org/10.1101/2020.12.21.423882
https://doi.org/10.1101/2020.12.15.422761
https://doi.org/10.1101/2020.12.15.422761
https://www.science.org/doi/abs/10.1126/science.abj8754
https://www.science.org/doi/abs/10.1126/science.abj8754
https://www.nature.com/articles/s41586-021-03819-2
https://www.nature.com/articles/s41586-021-03819-2
www.sciencedirect.com/science/journal/13675931

	Structure-based protein design with deep learning
	Introduction
	Structure generation
	DL tools for structural design rely on their abilities to produce realistic protein backbones via generative modeling
	Methods that directly generate coordinates by NN

	Sequence design given a 3D protein backbone
	The inverse folding problem
	Deep learning-based sequence design algorithms

	In silico design by optimization of the folding landscape
	Classic approaches: De novo design validation by folding simulations
	Implicit modeling of conformational landscape by learning fold-determining sequence constraints
	Explicit modeling of conformational landscape by inverting prediction model

	Outlook
	Conclusion
	Declaration of competing interest
	Acknowledgements
	References


